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INTERFACE DESIGN OF AN INTELLIGENT INTERACTIVE LEARNING SYSTEM 
 

Abstract: This study presents the design, implementation, and evaluation of an Intelligent 

Interactive Learning System that employs multimodal interaction to improve the adaptability, 

accessibility, and engagement of digital education. Conventional e-learning platforms typically 

rely on static and text-based resources, which restrict personalization and reduce learner 

motivation. The proposed system integrates natural language processing, speech synthesis, and 

avatar-based interfaces to deliver lectures through synchronized speech, gestures, and facial 

expressions. The system automatically processes uploaded lecture scripts and slide presentations, 

segmenting and aligning them to generate interactive video lectures. A novel contribution of this 

work is the incorporation of customized Kazakh-language support, implemented through 

intonation modeling, dependency parsing, and gesture mapping to enhance inclusivity for 

underrepresented linguistic communities. The system performance was evaluated using 

Facebook’s variational inference text-to-speech model. Experimental results demonstrate real-

time capability, with an average latency of 25.5 ms, throughput exceeding 4,200 characters per 

second, and low computational resource requirements. These findings confirm the suitability of 

the system for deployment in resource-constrained environments without compromising speech 

quality or responsiveness. Compared with conventional tutoring and static e-learning platforms, 

the system additionally provides automated assessment generation, multimodal feedback, and 

accessibility functions such as subtitles and adjustable playback controls. The study contributes a 

scalable model for intelligent, avatar-based learning that integrates speech synthesis, real-time 

interaction, and cultural-linguistic inclusivity. Future work will focus on extending personalization 

through adaptive learner modeling, incorporating affective computing for emotion-sensitive 

interaction, and enabling interoperability with established learning management systems. 

Keywords: multimodal interfaces; speech synthesis; avatar-based system; gestures; face 

mimics; Kazakh language 

 

Introduction  

The swift advancement of digital technology has revolutionized the educational landscape, 

fostering the creation of e-learning systems that emphasize accessibility, flexibility, and 

personalization. Contemporary methodologies increasingly utilize artificial intelligence, natural 

language processing, and multimodal interaction to facilitate adaptive and interactive learning 

experiences. 

 Nonetheless, notwithstanding considerable advancements, contemporary intelligent 

learning systems encounter substantial constraints.  Numerous solutions prioritize automation and 
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scalability yet lack a robust pedagogical foundation. Recommendation algorithms and adaptive 

models demonstrate potential for enhancing student engagement; yet they often neglect inclusion 

for minority languages and cultural situations [1]. Likewise, although avatar-based interfaces can 

augment engagement via speech, gesture, and visual signals, the majority of commercial solutions 

are primarily focused on corporate or entertainment applications rather than educational ones [2].  

Speech systems crucial for real-time engagement have difficulties in achieving a balance between 

naturalness, responsiveness, and efficiency, especially in resource-limited settings. 

This study provides a triple scientific contribution. Initially, it introduces a unified 

multimodal synchronization framework that integrates linguistic parsing, prosodic modeling, and 

gesture timing into a single optimization-driven pipeline specifically adapted for the Kazakh 

language. This approach closes a gap in existing intelligent learning systems by enabling precise 

cross-modal coordination between speech and nonverbal behavior in underrepresented linguistic 

contexts. Second, the study formulates a mathematical model that defines the relationship between 

syntactic salience, clause type, and prosodic modulation, ensuring natural timing, expressiveness, 

and real-time stability of avatar-driven instruction. Third, it provides empirical validation of this 

model within the proposed intelligent interactive learning system (IILS), demonstrating low-

latency, resource-efficient performance on commodity hardware while maintaining high 

intelligibility and synchronization accuracy. Collectively, these contributions establish the first 

scientifically grounded framework for culturally and linguistically adaptive avatar-based 

education in the Kazakh language. 

Literary review  

Recent studies illustrate various methodologies for the design and implementation of 

intelligent learning systems that incorporate machine learning, logical inference, and semantic 

modeling. Research, including [3] and [4], examines the development of personalized training 

models and recommendation systems aimed at enhancing learner engagement and educational 

outcomes. For example, [3] discusses frameworks for blended and lifelong learning, whereas [4] 

focuses on adaptive recommendation techniques that improve online education experiences. 

 Another research [5], [6] offers systematic reviews of AI-driven tutoring environments 

and adaptive educational systems. This research examines the role of machine learning algorithms 

and intelligent inference mechanisms in facilitating personalized instruction and promoting 

sustainable education. Furthermore, a notable area of research [7], [8] investigates the use of cloud 

computing platforms for scalable e-learning solutions. The studies illustrate that distributed 

architecture improves accessibility, performance, and collaboration within intelligent educational 

environments. 

Innovations in [9] and [10] investigate interactive AI-driven teaching systems, with a focus 

on language and engineering education. The works highlight semantic modeling, simulation, and 

real-time feedback for learners to enhance educational interactions effectively and engagingly.  

The system presented in [11] utilizes intelligent query optimization and recommendation 

algorithms to improve course selection and navigation in online lectures. These approaches 

illustrate the combination of machine learning with semantic search and personalization methods.  

References [12] and [13] offer critical conceptual and technological insights into AI, emphasizing 

its implications, fundamental technologies, and its transformative impact on e-learning and data-

driven education. 

 Analyses such as [14] and [15] examine the technical, ethical, and pedagogical challenges 

associated with the implementation of AI-enabled personalized learning environments, providing 

strategies to address these limitations. Empirical studies [16], [17] investigate the effects of AI, 

including recommendation algorithms and conversational agents, on learner motivation, 

engagement, and academic performance. These studies illustrate the substantial impact of adaptive 

systems on student outcomes. 

In addition, studies like [18] and [19] offer multidisciplinary perspectives on the 

opportunities and implications of AI for educational policy, organizational strategy, and research 

agendas, establishing a broader context for intelligent learning technologies. The emergence of 



generative AI is discussed in sources [20], [21], [22], and [23], which examine AI-driven content 

generation, ethical considerations, and the educational potential of large language models like 

ChatGPT. This research evaluates the potential of generative systems to improve teaching, 

learning, and user engagement. 

 Systematic reviews such as [24] examine chatbot-based educational interfaces, assessing 

their design, interaction models, and efficacy in enhancing student learning and communication.  

Hybrid recommendation methods [25] that integrate machine learning with clustering and 

semantic reasoning are presented to enhance content delivery and learner adaptation in e-learning 

platforms. 

Studies [26], [27], [28] examines the integration of IoT within e-learning ecosystems, 

emphasizing the contributions of sensor networks, edge devices, and fog computing to real-time 

data processing, adaptive content delivery, and improved learner experiences. Moreover, this 

research [29] investigates the relationship between intelligent systems and cognitive skill 

development, highlighting the role of data-driven instructional design in enhancing problem-

solving and critical thinking abilities.  

 Research in [30] and [31] examines learning management platforms, technology 

acceptance frameworks, and infrastructure systems that support the implementation of intelligent 

and IoT-enabled educational solutions. These systems are capable of analyzing student behavior, 

predicting their needs and offering personalized recommendations in real time [32]. According to 

research [33], the intelligent learning system is one of the most promising areas in the field of 

digital pedagogy. 

Much attention is paid to the development of multimodal interfaces that provide interaction 

with educational content through various channels of perception - visual, auditory and kinesthetic 

[34], [35]. This is especially important in the context of inclusive education and when teaching 

skills that require practical mastery. For example, the introduction of avatars with speech and 

gestural capabilities improves cognitive perception of the material and promotes the formation of 

an emotional connection with the system [36], [37], [38].  

Notwithstanding this advancement, numerous constraints remain in the architecture of 

intelligent learning systems. Numerous current methodologies prioritize algorithmic optimization, 

scalability, or infrastructural efficiency, although they exhibit a deficiency in robust educational 

foundations and inclusivity for marginalized language populations. Present adaptive and 

recommendation-based approaches are predominantly designed for globally prevalent languages, 

resulting in considerable deficiencies in accessibility for learners in minority language 

environments.  

Speech synthesis technologies, crucial for natural and responsive interaction, continue to 

encounter difficulties in attaining low latency, high throughput, and effective deployment in 

resource-limited settings. These deficiencies limit the scalability and efficacy of intelligent 

tutoring systems across many educational contexts.  

Consequently, there is a distinct necessity for an intelligent interactive learning system that 

incorporates real-time speech synthesis, natural language processing, and multimodal avatar-based 

interaction, while expressly promoting cultural and linguistic diversity. Rectifying these 

deficiencies will promote the evolution of flexible, scalable, and pedagogically sound learning 

environments. 

The aim and objectives of the study 

This study aims to design, implement, and evaluate an intelligent interactive learning 

system that incorporates real-time speech synthesis, natural language processing, and avatar-based 

multimodal interaction to facilitate adaptive, personalized, and inclusive digital education, 

focusing specifically on underrepresented linguistic contexts like Kazakh. 

To accomplish this goal, the study seeks to fulfill the following objectives: 

1. To develop a modular system architecture that integrates natural language processing, 

text-to-speech synthesis, and avatar-based interaction for real-time educational applications. 



2. To achieve cultural and linguistic inclusivity by developing and integrating support for 

the Kazakh language into the IILS, providing phonetic precision and culturally appropriate 

gestures. 

3. To do a comprehensive assessment of the speech synthesis model regarding latency, 

real-time factor, throughput, and resource use, to ascertain its appropriateness for educational 

contexts, including resource-limited scenarios. 

4. To evaluate the proposed system against current avatar-based platforms, emphasizing 

differences in instructional focus, adaptability, scalability, and cultural-linguistic congruence. 

5. To evaluate the educational potential of the IILS by examining its ability to provide 

adaptive, interactive, and learner-centered experiences through multimodal feedback and tailored 

replies. 

Materials and methods 

Architecture of the intelligent system 

The architecture of the IILS is designed to provide automated, adaptive, and engaging 

educational experiences. It features a modular and layered structure that allows for the seamless 

integration of multimedia content delivery, real-time user interaction, natural language processing, 

and speech synthesis [37]. Each component plays a distinct role in delivering lecture content, 

analyzing user input, generating feedback, and providing personalized responses. Architecture 

supports scalability, maintainability, and flexibility, enabling customization for various 

educational domains and learning contexts. The system integrates user interface components, 

content management tools, and a speech synthesis engine, all working in concert to create a smooth 

and immersive learning environment without relying on a formal knowledge base or ontological 

model. 

The system employs an intelligent learning framework designed to deliver fully automated 

lectures through a virtual avatar. It supports both textual and visual materials, enabling interactive 

learning by engaging students with questions and responding to their inquiries. The system 

architecture (Fig.1) consists of several interconnected modules that work together to provide a 

personalized and immersive educational experience. 

 
 

Figure 1. Architecture of the IILS 

 



Educators are able to upload lecture scripts along with slide presentations (in a pdf format). 

The system processes the input by segmenting the lecture into coherent sections and aligning each 

with the corresponding slide content to ensure a seamless presentation. A customizable virtual 

avatar acts as the instructor, delivering the lecture using speech synthesis and animated gestures 

while displaying synchronized slides. The avatar’s voice, pace, and visual appearance can be 

tailored to suit various educational contexts or user preferences. 

Upon completion of each topic, the system automatically generates formative assessment 

items—including multiple choice, open-ended, and matching questions—using natural language 

processing techniques. To support real-time student interaction, particularly during the question-

answering phase, the system leverages natural language processing (NLP) capabilities to interpret 

student queries submitted via voice or text. It analyzes the question content, matches it with 

relevant lecture material, and formulates an appropriate response. The answer is then delivered 

both visually and audibly via the avatar. 

By combining semantic reasoning with multimodal interaction, the system replicates the 

dynamics of a real classroom environment, offering individualized feedback and enhancing learner 

engagement through adaptive and interactive learning support. 

Multimodal Interfaces 

A central component of the IILS is its multimodal interface, which enables learners to 

engage with educational content through multiple perceptual channels. Multimodality combines 

auditory, visual, and textual modes of information delivery, thereby enhancing cognitive 

processing, supporting diverse learning preferences, and improving accessibility for students with 

sensory impairments. Prior research highlights that multimodal systems increase learner 

engagement and foster deeper comprehension by simulating real-world communication patterns 

[38]. This multimodal presentation aligns with the сognitive theory of multimedia learning 

(CTML), which posits that processing information via dual channels (verbal and visual) enhances 

understanding while reducing cognitive load in accordance with сognitive load theory (CLT) [39]. 

Extending CTML into AI-enhanced learning contexts, recent research proposes integrating 

intelligent adaptation into multimedia frameworks to better manage cognitive load and personalize 

learning experiences. In the IILS, auditory interaction is realized through a high-performance TTS 

engine, which generates natural and responsive voice output. This is complemented by visual 

components, including a virtual avatar capable of synchronized lip movements, facial expressions, 

and gestures, as well as dynamically rendered slide presentations [40]. Textual support is provided 

through subtitles, on-screen questions, and answer prompts, ensuring clarity and reinforcing 

spoken content. Together, these modalities replicate the richness of face-to-face classroom 

instruction [41]. 

The multimodal design is further enhanced by adaptive synchronization mechanisms that 

align speech with avatar animations, gestures, and visual cues. This coordination improves the 

perception of temporal coherence and facilitates the establishment of an emotional connection 

between the learner and the system. Moreover, multimodality supports inclusivity by allowing 

users to customize their mode of interaction: for example, by enabling subtitles for hearing-

impaired learners or adjusting gesture intensity for reduced visual load [42]. By integrating 

auditory, visual, and textual modalities into a cohesive interface, the IILS provides an immersive 

and flexible learning experience [1]. This design not only increases engagement but also 

contributes to the personalization and accessibility of digital education, addressing the needs of 

heterogeneous learner populations. 

Integration of сomponents into a unified intelligent system 

1. Linguistic analysis of the Kazakh language 

Integration of individual modules—linguistic analysis of the Kazakh language, speech 

synthesis, lip synchronization, and animation control—into the architecture of a unified intelligent 

educational system is implemented. Each component performs specific tasks, yet their integration 

ensures complete and natural interaction between the user and the avatar. 



This work extends the previous research [2] by integrating sentence-level gesture mapping 

and prosodic modeling into a unified multimodal synchronization framework specifically adapted 

for the Kazakh language. Unlike prior implementations that focused on separate gesture–

intonation alignment, the present system achieves cross-modal coordination through dependency-

based linguistic parsing, sentiment-weighted prosody control, and adaptive pause modeling, 

constituting a novel methodological contribution to Kazakh-language intelligent tutoring systems.  

The system input consists of text provided by the instructor, which is processed by the 

linguistic analysis module for the Kazakh language. This stage forms a structural representation 

of the text, required for subsequent modules—speech synthesis and animation. The model is based 

on the dependency parsing approach [43], [44], specialized for Kazakh language processing [45], 

and capable of handling its characteristic syntactic and grammatical structures. 

During the development of the intelligent model for Kazakh language processing, a 

dedicated function (analyze_kazakh_sentence) was implemented for automated analysis of user 

input. This function applies to the Stanza library and includes stages such as tokenization, 

morphological analysis, syntactic parsing, and classification of sentence constituents [46]. The 

processing is based on a dependency model that effectively interprets Kazakh’s grammatical and 

syntactic features, including its free word order and rich morphology. 

Each sentence component undergoes morphological analysis, yielding information such as 

case, number, person, aspect, tense, and other features. Based on syntactic relations (deprel), words 

are classified according to their functional role in the sentence—subject (sub), predicate (pre), 

object (obj), adverbial modifier (advmod), attribute (att), and others. This classification plays a 

crucial role in constructing an accurate text understanding model, as it not only defines the 

sentence structure but also allows the educational system to adapt its behavior, such as providing 

feedback and visualization through an animated avatar. 

The use of this function ensures a high level of contextual awareness and forms an integral 

part of the system’s interactive analysis of user input in Kazakh. The model analyzes each sentence 

(Fig. 2), highlighting its structural components (sentence constituents). Such classification helps 

the model understand the functional organization of a sentence, which is essential for syntactic 

precision and accurate contextual interpretation. 

In Kazakh sentence structure, each utterance typically consists of several main 

components. The subject usually denotes the actor or entity performing the action—for example, 

“Мен” (“I”) in the sentence “Мен кітапты оқимын.” (“I read a book”). The predicate expresses 

the main action or state—in this example, “оқимын” (“read”). The object is usually expressed by 

a noun or pronoun group, such as “кітап” (“book”). Adverbial and attributive words add extra 

information or characteristics, refining the meaning and context—for instance, in “Мен кітапты 

бүгін оқимын.” (“I read the book today”), the adverbial modifier “бүгін” (“today”) specifies the 

time of the action. 

Such a structure—comprising subject, predicate, object, attribute, and adverbial modifier—

is fundamental for understanding the logic and meaning of Kazakh sentences. Recognizing these 

elements and their interactions allows the model to perform deeper text analysis and provide 

accurate, context-sensitive feedback to learners. 

 



 
 

Figure 2. Classification of sentence structures in the Stanza library 

 

This sentence-structure-based approach ensures that the model processes text according to 

the grammatical and syntactic norms of the Kazakh language, thereby facilitating effective 

communication. The intelligent model not only understands the content of each utterance but also 

adapts the avatar’s responses according to the structure and communicative intent of the learner’s 

text. 

2. Speech Synthesis 

Speech synthesis and intonation modeling were incorporated to enhance the realism and 

expressiveness of the avatar-based educational system. The speech synthesis component is 

implemented using the Facebook MMS TTS model [47], which supports multilingual text-to-

speech conversion, including Kazakh. This model was chosen for its ability to generate natural-

sounding speech while preserving correct pronunciation and prosody. 

The speech synthesis process includes several core stages. To ensure clarity and accurate 

segmentation, the input text is preprocessed using the Kazakh dependency model, involving 

tokenization, normalization, and punctuation correction [48]. This linguistic analysis serves as a 

neural pipeline for natural language processing (NLP), providing syntactic and semantic analysis 

crucial for speech synthesis and gesture synchronization [43]. 

Sentence tokenization and syntactic parsing identify individual words and sentence 

boundaries, while POS-tagging and dependency parsing determine grammatical roles such as 

subject, predicate, and object. Furthermore, semantic role labeling identifies key components—

subjects, predicates, and adverbials—enabling dynamic adjustment of pitch and movement. 

For example, in the sentence “Ұстаз әдемілеп оқыды.” (“The teacher read beautifully.”): 

Ұстаз → Subject 

әдемілеп → Adverbial modifier 

оқыды → Predicate 

This structured information is then used to generate an intonational template for speech 

synthesis, resulting in natural and contextually appropriate delivery. 

In the avatar-based interactive system, the speech synthesis component relies on the 

Facebook MMS TTS platform, which supports Kazakh speech generation with prosodic features. 

Its primary function is to convert lecture text into audio output with natural intonation aligned with 

the semantic content and calculated sentiment score. 

Table 1 presents the baseline pause-duration values determined for different punctuation 

marks. These values were empirically determined based on prior research [2] and further 



corroborated by current studies on pause behavior in reading and spontaneous speech. For 

example, [49] found that pause durations at commas (within sentences) and periods (between 

sentences) significantly affect listener perceptions of naturalness and rate, identifying optimal 

parameters for inter‐sentence pauses. Moreover, the study [50] demonstrated that pause durations 

systematically increase with higher‐level text structure (e.g., sentence end vs clause boundary) and 

presence of punctuation marks. 

 

Table 1. Baseline pause duration 

Punctuation mark Average 

pause (ms) 

Comma (,), semicolon (;) and colon (:) 300 

Period (.) 350 

Exclamation mark (!) 400 

Question mark (?) 450 

Dash (—) 380 

 

Hence, the values in Table 1 reflect both the findings from our earlier work [2] and the 

empirical evidence from recent literature showing that sentence-final punctuation warrants longer 

pauses than intra-sentential boundaries. These established norms underpin our design choice to 

assign ~300 ms to comma/semicolon/colon boundaries, ~350 ms for period (sentence end), ~400 

ms for exclamation, ~450 ms for question mark, and ~380 ms for dash (—), thereby aligning pause 

durations with prosodic and syntactic salience. 

After linguistic analysis, the system generates speech through Facebook MMS TTS with 

controlled intonation. The sentence is sent to MMS TTS, which produces an initial WAV file. The 

generated speech preserves the original Kazakh sentence structure but requires pitch adjustment 

for natural intonation. 

To precisely control intonation, the fundamental frequency (F₀) of the synthesized speech 

(FTTS) is extracted using the YIN algorithm [51], chosen for its high accuracy compared to 

traditional autocorrelation-based methods. YIN minimizes pitch detection errors via parabolic 

interpolation and performs well even in noisy conditions, making it reliable for Kazakh speech 

synthesis. Moreover, it performs well even under noisy conditions, which makes it reliable for 

Kazakh speech synthesis. Compared to complex deep learning–based methods [52], YIN offers a 

good balance between accuracy and computational efficiency. While many pitch detection 

algorithms [53], [54] are optimized for music, YIN is specifically tuned for human speech, making 

it ideal for pitch and intonation correction. 

The YIN function calculates the periodicity of a speech waveform using the following 

formula: 

𝑑(𝜏) = ∑ [𝑠(𝑡) − 𝑠(𝑡 + 𝜏)]2𝑁
𝑡=1 ,                                           (1) 

 
where d(τ)measures how much the signal changes for different time delays (τ), s(t)is the speech 

signal waveform, and Nis the number of discrete samples. By finding the minimum value of d(τ), 
the algorithm determines the most stable periodicity corresponding to the fundamental frequency 

FTTS. 

Once FTTS is obtained, the PSOLA (Pitch-synchronous overlap and add) method [55] is 

applied to ensure that the pitch of each word remains within a predefined range: 

𝐹cor = 𝑚𝑎𝑥⁡(𝐹𝑚𝑖𝑛 ,𝑚𝑖𝑛⁡(𝐹𝑇𝑇𝑆, 𝐹𝑚𝑎𝑥)) ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ (2) 
 

Here, FTTS is the initial TTS-generated pitch, while Fmax and Fmin define allowable frequency 

bounds for each word. Adjustments (Fig.3) produce smooth and natural-sounding synthesized 

speech, subsequently used for motion synchronization. 

 



 
 

Figure 3. Pitch contour representation (in Hz) for example sentences 

 

Thus, the architectural design (Prosody Controller + SSML) and algorithmic 

implementation (YIN + PSOLA) work jointly: the first manages high-level prosody control, while 

the second performs precise acoustic corrections. Together, they enable realistic sound generation 

and synchronization of speech with nonverbal avatar expressions. To formalize the prosody 

control mechanism for Kazakh speech synthesis, we can express the adjustment of prosodic 

parameters—such as pitch, speech rate, and pause duration—as a linear combination of syntactic 

and clause-type features: 

𝑃𝑖 = ⁡𝑃0 + 𝛼𝑠𝑦𝑛 ∙ ⁡𝑆𝑖 + ⁡𝛼𝑐𝑙𝑎𝑢𝑠𝑒 ∙ 𝐶𝑖,                                           (3) 

 

where 𝑃𝑖⁡is the adjusted prosodic parameter for the 𝑖-th segment (pitch in Hz, speech rate in 

syllables/sec); 𝑃0is the baseline prosodic value (context-specific or default); 𝑆𝑖represents the 

syntactic salience of the segment; 𝐶𝑖denotes clause type weighting (e.g., declarative, interrogative, 

exclamatory); 𝛼synand 𝛼clauseare empirically tuned coefficients controlling the influence of each 

factor to maintain naturalness. 

To extend the prosody adjustment mechanism beyond speech generation, this model 

operates in close connection with the multimodal synchronization controller described in Section 

4.3.4 Specifically, the prosodic parameter 𝑃𝑖not only defines the acoustic properties of synthesized 

speech but also directly modulates the timing and intensity of corresponding avatar gestures. The 

linguistic variables 𝑆𝑖(syntactic salience) and 𝐶𝑖(clause type) guide both intonation and nonverbal 

expressiveness—for example, interrogative clauses or highly salient words yield greater pitch 

variation and stronger gesture amplitude. This linkage ensures that synchronization encompasses 

not only timing but also expressive coherence, allowing the avatar to convey semantic and 

emotional nuance in real time. 

In the context of Kazakh speech synthesis, previous studies have explored the impact of 

syntactic structure on pause duration. For instance, research has shown that the placement and 

duration of pauses in Kazakh speech can be influenced by syntactic boundaries and clause types, 

which are essential for natural-sounding speech [56]. To support the development of such models, 

the KazakhTTS2 corpus provides a substantial dataset for training text-to-speech systems in 

Kazakh, encompassing a variety of speakers and topics [57]. By integrating these linguistic 

features into the mechanism, the system can produce more natural and contextually appropriate 

speech outputs. 

3. Lip Synchronization via Wav2Lip 

Lip synchronization is a crucial component in creating a realistic and engaging avatar for 

interactive learning. To ensure accurate synchronization, the Wav2Lip model [58] is employed, 

aligning the avatar’s lip movements with speech generated by the MMS TTS model. This model 

uses deep learning techniques to map audio waveforms to corresponding mouth movements, 

producing visually smooth and natural articulation. 

Wav2Lip is designed to accept audio generated by the TTS system and synchronize it with 

the avatar’s mouth movements in real time. The model was trained on a large dataset of paired 

video and audio samples, enabling it to learn how human lips move when pronouncing various 

sounds. 

After the TTS system generates speech, Wav2Lip receives the corresponding audio file. 

The algorithm analyzes the sound and adjusts the avatar’s mouth movements according to phonetic 

features, ensuring accurate articulation of each phoneme. For example, when producing the 



Kazakh sound “S”, the avatar’s lips open slightly, while for “P”, they close tightly and then open, 

precisely mimicking phonetic characteristics. 

Such audio-visual synchronization ensures full alignment between lip movement and 

speech, resulting in realistic and lifelike interaction. If synchronization were inaccurate, the avatar 

would appear robotic or desynchronized, undermining the sense of natural communication. 

A key feature of Wav2Lip is its ability to synchronize mouth movements in real time, 

enabling smooth and responsive interaction. As MMS TTS generates speech, Wav2Lip processes 

the audio stream simultaneously, ensuring continuous alignment between sound and visual motion. 

This is critical for interactive systems where the avatar must react immediately to user input. 

Synchronization occurs with imperceptible latency, maintaining natural and seamless 

interaction. Moreover, Wav2Lip is computationally efficient, allowing simultaneous speech 

generation and synchronization. This enhances immersion and engagement—key aspects of 

interactive educational systems. 

The model adapts to natural rhythms of speech, accurately adjusting facial and lip 

movements, enhancing realism. As a result, the avatar not only delivers expressive and accurate 

speech via TTS but also synchronizes lip movements perfectly with sound. This combination of 

natural speech generation and flawless synchronization provide learners with an engaging and 

authentic educational experience. 

4. System Integration 

The key contributions of this work are threefold. First, a custom 

(analyze_kazakh_sentence) function for automated linguistic analysis of Kazakh was developed, 

incorporating tokenization, morphological parsing, syntactic dependency extraction, and sentence 

constituent classification. Second, we designed an adjustment module of the prosodic parameter 

that dynamically modulates pitch, speaking rate, and pause duration based on syntactic structure 

and sentiment features. Third, these components are fully integrated into a unified multimodal 

synchronization framework that combines speech synthesis, lip synchronization, and avatar 

animation, enabling real-time, expressive, and context-aware interactions. Collectively, these 

contributions provide a novel methodological approach for Kazakh-language intelligent tutoring 

systems, extending previous work [2] and offering tools specifically adapted to the linguistic and 

prosodic characteristics of Kazakh. 

To achieve flawless and natural synchronization between voice and gesture animation, the 

integration is developed based on specific principles and mathematical formulas. The process 

relies on the following fundamental concepts. 

First, when temporally aligning speech and gestures, the duration of a voice fragment, 

obtained using the frequency correction coefficient (Fcor), must correspond to the duration of the 

associated gesture animation. This ensures synchronization of movements with speech, creating a 

sense of natural and smooth interaction. 

In mathematical form, this is expressed as follows: 

𝑇𝐺 = 𝑇𝑆                                                                    (4) 

where 𝑇𝑆 — the corrected duration of speech; 𝑇𝐺 ⁡— the duration of the gesture animation 

corresponding to the sentence structure. 

If  𝑇𝐺 ≠⁡ ⁡𝑇𝑆 (in the case of pre-calculated animations), the playback speed of the gesture 

SG is adjusted as follows: 

𝑆𝐺 = 𝑇𝑆⁡/⁡𝑇𝐺                                                                (5) 

where SG > 1 means that the animation must be played faster to match the speech; SG < 1 indicates 

that the animation speed should be reduced to ensure proper synchronization. Such adjustment 

guarantees synchrony of gestures with speech while maintaining a natural temporal relationship 

between these elements. 

At the end of a sentence, a pause TB is introduced, providing a natural break before the next 

utterance: 

𝑇𝑇 = 𝑇𝑆 + 𝑇𝐵                                                          (6) 



where TB  is determined depending on the type of sentence. 

To preserve visual consistency, the final frame of the gesture animation is held for the duration of 

TB , which helps avoid unnecessary or unnatural transitions into an idle state. 

To maintain a natural flow between movements and to prevent static or unnatural poses 

during speech pauses, pre-calculated blinking overlays are applied. The probability that a blink 

will occur during the pause TB  is modeled as follows: 

𝐵𝐵 = 𝑓(𝑇𝐵)                                                                (7) 

where 𝐵𝐵 — the probability of a blink occurring during the pause; TB  — the duration of the speech 

pause.  

Since blinks are pre-calculated and implemented as MP4 overlays, they can be easily 

integrated into the animation process without the need for real-time rendering. This approach 

ensures natural facial activity of the avatar during speech pauses, eliminates the perception of 

discreteness, and enhances the realism of interaction. 

The objective of the multimodal synchronization controller is to minimize discrepancies 

between speech and gesture durations while preserving smooth transitions of prosody (pitch and 

rate) across consecutive segments. This is expressed as an optimization problem: 

𝐸 = 𝑚𝑖𝑛𝑠𝑖,𝑏𝑖|∑ (𝑇𝑆,𝑖 − 𝑠𝑖𝑇𝐺,𝑖)
2 +𝑁

𝑖=1 𝜆∑ (𝑇𝑆,𝑖 − 𝑇𝑆,𝑖−1)
2𝑁

𝑖=1 |                             (8) 

where the first term enforces temporal alignment between speech and gesture, and the second term 

(weighted by 𝜆) ensures temporal smoothness, preventing abrupt changes between segments. 

While the general quadratic optimization form is standard in signal synchronization problems, its 

application here is novel: it defines the first unified timing–prosody controller for Kazakh-

language avatar-based intelligent tutoring systems. 

  𝑠𝑖 = 𝑇𝑆,𝑖⁡/⁡𝑇𝐺,𝑖                                                       (9) 

and linear interpolation of intermediate durations. This ensures real-time performance with 

computational complexity 𝑂(𝑁). 
The system solves this optimization locally for each sentence. Because the terms are quadratic, 

the solution is obtained efficiently using direct computation of 

The avatar-based learning system is developed step by step, with each stage using advanced 

technologies to create an interactive and emotionally responsive avatar. The system integrates 

NLP, speech synthesis, synchronization of gestures and facial expressions, as well as lip 

synchronization. Technically, the integration is carried out in a Python 3.10 environment, which 

serves as the orchestrator between all system components. Through APIs and modules, the 

following are connected: 

1. Stanza — for syntactic parsing and extraction of structural units [46]; 

2. MMS TTS — for speech synthesis with sentiment parameters [47]; 

3. Wav2Lip — for lip synchronization with audio output [58]; 

4. Avatar animation modules — for visual expressivity [2]. 

Thus, the systemic integration approach unifies the semantic, acoustic, and visual levels 

into a single coherent model. As a result, a lecturer-avatar is created, who does not simply 

reproduce the lecture text but delivers it in a form that closely resembles live, emotionally rich 

communication between a teacher and students. 

Development of an interactive content and interface model based on an avatar 

In the process of creating the IILS [2], special attention is paid to developing a model of 

interactive content and interface centered around a virtual avatar. The avatar functions as a digital 

instructor, capable not only of delivering educational material but also adapting to the context of 

interaction, maintaining the learner's attention through dynamic visual and verbal presentation. 

The interactive content model is based on the ontological structure of the course, ensuring 

logical connections between concepts, modules, and tasks. The content includes text blocks, 

synthesized voiceovers, video components featuring the avatar, and animated elements (gestures, 

facial expressions, lip movements) that enhance information perception. Each content element is 

accompanied by metadata that defines its placement within the learning trajectory, including 

learning objectives, expected skills, and corresponding difficulty levels. 



The system implements two main methods for generating educational video content with 

the avatar. The first method allows the user to input text material, from which a video featuring 

the avatar is automatically generated. The avatar delivers the content verbally. A window will 

appear on the screen to preview the interface (Fig.2). From the menu on the right, users can select  

 

 
Figure 2. Interface of the Digital Smart Education system 

 

the avatar type, interface background, and sound template. Users can also choose the avatar's 

position—placing it on the left or right side of the screen or removing it entirely. The speech is 

synchronized with lip movements, gestures, and facial expressions, and is accompanied by 

subtitles—making the material both accessible and expressive materials. This approach enables 

quick creation of adaptive educational videos on any topic. 

The second method is designed to work with existing educational presentations (PDF 

format). After uploading a presentation, the system converts each slide into a video segment 

featuring the avatar reading the slide text in a chosen template. Additionally, quiz questions and 

their corresponding answers are automatically generated based on the lecture materials, and a built-

in response model enables interactive knowledge assessment. 

The interface is developed based on the principles of human-centered design, 

multimodality, and adaptability. Visually, it is organized to focus user attention on the avatar, 

which is placed at the center of the screen and can be scaled or repositioned across different 

devices. Navigation elements (menus, progress indicators, control panels) are arranged compactly 

and intuitively, avoiding visual clutter. The interface includes subtitles, mode switching such as 

“explanation,” “question,” “pause for reflection”, and options to control speech speed and toggle 

gestures and facial expressions. Special emphasis is placed on accessibility: the system supports 

users with hearing or visual impairments, with adaptive fonts and color schemes implemented. 

Content and interface are closely integrated with the system’s technical components. 

Speech synthesis is implemented using MMS TTS [47], while lip movements of the avatar are 

synchronized using Wav2Lip [58]. Avatars were modeled and animated using Blender 3.6 [2], 

allowing detailed facial expressions and gesture control. To support Kazakh-language input, a 

dependency model for sentence structure was developed using Stanza [46], and a sentence-based 

gesture mapping system was designed [2] to ensure that avatar gestures align naturally with spoken 

content. Furthermore, a custom intonational model for the Kazakh language was developed to 

improve the naturalness and expressiveness of speech delivery. After the text is processed by NLP 

modules and synthesized, the avatar receives synchronized control signals for gesture, expression, 

and intonation rendering. This creates the effect of live interaction with a human instructor. When 

user feedback is received (answers to questions), the system dynamically adjusts both visual and 

speech components. Moreover, Python 3.10 serves as the core programming language, 

coordinating and automating the interaction of all components in real time [2]. Its rich ecosystem 



of scientific libraries and system monitoring tools supports reliable system execution and enables 

effective performance tracking throughout the development and deployment process. Thus, the 

avatar-based interactive content and interface model ensures deep integration of educational 

materials with audiovisual representation, fostering immersion, emotional engagement, and 

improved knowledge retention. 

Results 

Speech synthesis is critical in the IILS, since it directly influences the quality of interaction 

between the user and the virtual avatar.  To achieve naturalness, responsiveness, and real-time 

processing, the system incorporates the variational inference text-to-speech (VITS) model from 

Facebook's massively multilingual speech (MMS TTS) framework. This model was chosen based 

on a prior internal comparison study with alternative architectures—details of which are currently 

under peer review—and was found to deliver superior performance across key technical criteria. 

To determine its suitability for real-time educational applications, we conducted an internal 

performance evaluation of the VITS model. The focus was on four critical metrics: real-time factor 

(RTF), latency, throughput, and resource consumption. These metrics were selected due to their 

relevance in real-world deployment scenarios where the system must operate efficiently and 

responsively on a range of hardware configurations, including resource-constrained environments. 

RTF measures the speed of audio generation relative to the input text, with values below 1 

indicating real-time capability. Latency is important for maintaining a fluid interactive experience, 

especially when learners ask questions or receive immediate feedback. Throughput indicates how 

much text the system can process per second, which is vital for scalability and smooth lecture 

delivery. Resource consumption—measured via CPU, GPU, and memory usage—helps assess the 

system’s feasibility for widespread deployment without requiring high-end infrastructure. 

The evaluation was carried out using a pre-trained VITS model in a controlled environment 

that simulated real-time application conditions. The results, summarized in Table 1, confirm that 

the model is both efficient and reliable, making it well-suited for integration into an adaptive and 

immersive educational system like the IILS. 

 

Table 2. Performance evaluation of VITS model (Facebook MMS TTS) 

Metric Value Description 

RTF 0.004 ± 0.003 Measures generation speed relative to 

audio length (RTF < 1 = real-time 

capable) 

Latency 25.51 ± 9.73 milliseconds Time from text input to audio output 

(lower = more responsive) 

Throughput 4274.0±3003.7 characters 

per second 

Number of characters processed per 

second (higher = faster synthesis) 

Peak GPU memory usage 150.68 MB Maximum GPU memory used during 

inference 

 

Peak CPU memory usage 

1751.03 MB Maximum RAM usage during 

synthesis 

CPU utilization 1.1% Percentage of CPU resources used 

during inference 

 

These parameters demonstrate the model's high efficiency and responsiveness, making it 

suitable for deployment in systems with limited computational resources [59]. To support this 

evaluation, various Python-based tools were employed: PyTorch was used to run the VITS model. 

Moreover, psutil and pynvml collected system-level performance metrics. In addition, glob, 

numpy, and scipy.io.wavfile handled batch file processing and numerical analysis. Finally, time 

and tqdm monitored latency and inference speed during testing. 

Additionally, the evaluation was part of a broader internal comparison study that included 

the Tacotron model [47]. Although the full findings are currently under peer review, the results 



demonstrated that VITS consistently outperformed Tacotron across all major metrics. These 

findings directly informed the decision to adopt the VITS model in the final system configuration. 

Overall, the performance evaluation of the VITS model confirms its reliability and 

effectiveness for integration into the avatar-based learning environment, ensuring fast, natural, and 

computationally efficient speech synthesis necessary for immersive and adaptive education. 

While avatar-based platforms such as Synthesia [60] and D-ID [61] have demonstrated 

substantial progress in AI-driven video generation and interactive media, their primary orientation 

lies outside of educational contexts. In contrast, the proposed IILS has been specifically designed 

with pedagogical considerations and language learning in mind. A systematic comparison 

highlights several key distinctions (Table 2). 

 

Table 2. Comparative analysis of AI-driven avatar platforms 

Dimension Synthesia D-ID Proposed IILS 

Pedagogical 

orientation 

Corporate training, 

explainer videos. 

Customer support, 

content automation. 

Designed for 

language learning 

and intelligent 

tutoring. 

Learning theory 

alignment 

Presentation-focused; 

no explicit pedagogical 

grounding. 

Limited interactivity; not 

grounded in learning 

theory. 

Dual-channel and 

embodied learning 

integration; adaptive 

feedback. 

Real-time 

adaptivity 

Pre-rendered content. Semi-real-time 

interaction. 

Full real-time 

synchronization 

with speech, gesture, 

and emotion. 

Cultural/linguistic 

relevance 

Generic multilingual 

support; weak phonetic 

alignment. 

Translation-driven; lacks 

culture-specific nuance. 

Native Kazakh 

phonetics, culturally 

aligned gestures. 

 

Scalability & 

accessibility 

Cloud-dependent, 

subscription-based. 

Cloud-first, high resource 

demand. 

Hybrid deployment 

(local + cloud), 

adaptable to low-

resource 

environments. 

Ethical 

safeguards 

GDPR-compliant, but 

vulnerable to misuse. 

Security protocols, 

potential deepfake 

repurposing. 

Controlled 

educational context, 

institutional data 

privacy policies. 

 

Synthesia and D-ID primarily operate as media production platforms designed for 

marketing, customer support, and corporate training [62]. Their architectures are optimized for 

scalable content generation but lack mechanisms for pedagogical adaptation. In contrast, the 

proposed IILS is developed as an intelligent tutoring environment, embedding multimodal 

synchronization and adaptive dialogue to promote deeper learner engagement. 

Commercial avatar systems rarely integrate established principles of multimedia learning 

or cognitive load theory. Their focus remains on achieving visual realism without explicit 

consideration of instructional design [63]. By contrast, IILS applies dual-channel processing and 

embodied learning theory, coordinating gestures, speech, and visual cues to minimize extraneous 

load and enhance semantic encoding. 

Moreover, Synthesia and D-ID generally rely on pre-rendered or semi-automated outputs. 

While these outputs are visually polished, they restrict interactivity and hinder real-time 

responsiveness [2]. IILS introduces adaptive synchronization and sentiment-driven modulation, 

enabling conversational flow that dynamically responds to learner input and affective states. 



Although commercial platforms claim multilingual support across hundreds of languages, they 

often lack phonetic precision and cultural nuance. For instance, Kazakh is either unsupported or 

inaccurately represented in existing systems. IILS directly addresses this gap by incorporating 

Kazakh-specific phonetic adjustments and culturally relevant gestures, thereby ensuring linguistic 

authenticity and contextual appropriateness. 

Both Synthesia and D-ID are cloud-based and computationally intensive, limiting their 

usability in low-resource educational contexts. IILS, however, supports hybrid deployment, 

including institutional server installation, which enhances accessibility for schools and universities 

with restricted infrastructure [64]. While commercial systems adopt GDPR and SOC 2 compliance 

frameworks, their general-purpose design creates risks of misuse, including deepfake generation 

and manipulative media. IILS mitigates these risks by constraining its application to education, 

implementing localized data privacy policies, and ensuring transparent and pedagogically aligned 

learner–system interactions. 

The combined findings indicate that while commercial platforms such as Synthesia and D-

ID achieve visual realism and scalability, they fall short in addressing real-time adaptivity, 

pedagogical grounding, and cultural-linguistic precision. By contrast, the IILS bridges these gaps 

by integrating high-performing speech synthesis with instructional design principles, positioning 

it as a novel contribution to intelligent tutoring in underrepresented languages such as Kazakh. 

Discussion 

The development of the IILS demonstrates the potential of combining advanced digital 

technologies—such as speech synthesis, NLP, and multimodal user interfaces—to enhance the 

quality and accessibility of education. While the technical implementation and architectural 

components of the system have been described in greater detail in our previous work [2], this 

article focuses on system evaluation, user interaction, and the effectiveness of the integrated 

components in supporting adaptive, real-time learning. 

One of the system’s core components is the VITS speech synthesis model from Facebook’s 

MMS TTS framework. The evaluation revealed that the model performs exceptionally well in real-

time conditions, achieving the RTF of 0.004 and low latency. These metrics suggest that VITS 

provides responsive and natural-sounding speech with minimal computational overhead, making 

it highly suitable for deployment in educational platforms with limited resources. Compared to 

alternative models such as Tacotron, VITS showed consistently better performance in terms of 

speed, responsiveness, and resource efficiency. 

The system architecture—with its modular, layered design — supports dynamic lecture 

presentation, real-time question answering, and individualized feedback. Notably, instead of 

relying on formal ontology, the system uses rule-based segmentation of lecture content and 

semantic matching techniques to generate context-aware responses. This approach maintains topic 

coherence and enables relevant, lecture-based answers to learner inquiries. Similarly, assessment 

items such as multiple-choice and open-ended questions are generated automatically from lecture 

text and slide content using NLP tools, facilitating personalized formative evaluation without 

requiring manual authoring. 

The user interface of the IILS contributes significantly to learner engagement and 

accessibility. Developed using Blender and Wav2Lip, the avatar is capable of delivering speech 

with synchronized lip movements, facial expressions, and gestures. These features enhance the 

emotional and cognitive engagement of learners. The interface is designed to be intuitive and 

adaptable, with options for customizing the avatar’s appearance, voice, background, and layout. 

Accessibility considerations, such as subtitles, playback controls, and high-contrast modes, further 

support diverse learner needs, including those with sensory impairments. 

A key contribution of this project is the inclusion of Kazakh-language support. This was 

achieved through a customized intonation model, sentence parsing using Stanza, and synchronized 

gesture mapping. By addressing the linguistic and cultural needs of underrepresented 



communities, the IILS extends the reach of intelligent learning technologies and supports equitable 

access to digital education. 

While the current system offers a strong foundation for interactive and personalized 

learning, several areas for future improvement remain. For example, personalization is primarily 

reactive and based on direct user input. Integrating advanced learner modeling and behavioral 

analytics could allow for more proactive and individualized support. In addition, the system’s 

affective capabilities — limited to voice tone and avatar gestures — could be enhanced with 

emotion detection technologies to foster more empathetic and responsive interaction. Further 

integration with learning management systems would also enable more comprehensive tracking of 

learner progress and outcomes. 

Conclusion  
This study has introduced an intelligent interactive learning system that demonstrates the 

feasibility of scalable, avatar-based education. The system integrates rule-based content 

processing, real-time speech synthesis, and multimodal interaction to support dynamic, inclusive, 

and pedagogically grounded learning experiences. The evaluation results suggest that the proposed 

approach is not only technically viable but also pedagogically promising, particularly in the 

domains of language learning, intelligent tutoring, and digital education. A distinctive contribution 

of the IILS lies in its explicit support for underrepresented languages such as Kazakh, achieved 

through phonetic precision and culturally relevant multimodal cues. This feature highlights the 

system’s potential to advance equity in educational technology by extending access to linguistic 

communities that are frequently overlooked by mainstream platforms. 

Nevertheless, several avenues for further development remain. Future work should 

investigate enhanced personalization through adaptive learner modeling, improved emotional 

interactivity via affective computing, and stronger interoperability with existing learning 

management systems. Addressing these directions will be essential for scaling the system across 

diverse contexts while maintaining responsiveness, cultural sensitivity, and pedagogical 

effectiveness. In sum, while the present findings underscore the potential of IILS as a novel 

contribution to multimodal intelligent tutoring, further empirical validation and longitudinal 

studies will be necessary to fully establish its educational impact. 
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