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DEVELOPMENT OF A SOUND-BASED MOBILE APPLICATION 
FOR ROAD ACCIDENT DETECTION USING MACHINE LEARNING 

AND SPECTROGRAM ANALYSIS

Abstract: Road accidents continue to pose a serious threat to public safety, underscoring 
the need for innovative, automated emergency response systems. This study presents the de-
velopment of a mobile application that detects road accidents by analyzing audio signals in 
real time and immediately sends SMS alerts with GPS coordinates to emergency services and 
user-specified contacts. The system comprises two parts: a user-facing Android application 
and a server-side component for data processing. To build and train the detection models, we 
leverage the MIVIA Road Audio Events dataset and applied preprocessing techniques includ-
ing amplitude normalization, background noise filtering, and data augmentation. Feature ex-
traction involved zero-crossing rate, spectral centroid, spectral flux, energy entropy, short-time 
Fourier transform (STFT), and Mel-frequency cepstral coefficients (MFCCs). Two classification 
approaches were investigated: traditional machine learning models (Support Vector Machine, 
Random Forest, Gradient Boosting) and a deep learning model based on convolutional neural 
networks (CNNs) using Mel spectrogram inputs. Experimental results demonstrate that the 
CNN model achieved the highest performance with 91.2% accuracy, 89.5% recall, and an 
F1-score of 90.3%, outperforming the best classical model (Random Forest), which achieved 
85.1% accuracy. The system also reduced the average accident alert time from 5–7 minutes to 
1–2 minutes, representing a 60–80% improvement in emergency response speed. These re-
sults confirm the system’s reliability and practical benefit, particularly in regions like Kazakh-
stan, where timely medical intervention is critical. Limitations include reliance on smartphone 
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availability, internet access, and environmental sound conditions. Future work will explore 
real-world testing, integration of accelerometer and gyroscope data, and deployment of edge 
computing for faster on-device processing. Overall, the proposed solution is a cost-effective, 
scalable approach for improving road safety and saving lives through rapid, automated acci-
dent detection.

Keywords: Road accidents; sound signal analysis; emergency response; crash detection; 
SMS integration; machine learning; real-time system.

Introduction
A traffic accident is a major problem not only in our country but also in the world. The coun-

tries of the world are joining forces to reduce road accidents. As the statistics of 2024 show 
[1], 19,302 road accidents were registered in Kazakhstan in 9 months and 29,703 people 
were injured, as a result of which 1,754 people died, 200 of them minor children. The main 
cause of death during a traffic accident is the failure to provide the necessary first aid, which is 
connected with late arrival or notification of hospitals and people about the incident. Thus, in 
the case of road traffic accidents, response time is crucial for the timely provision of emergen-
cy medical care to victims of road accidents and is expected to affect mortality [2].

The main objective of this research is to develop and evaluate a sound-based mobile appli-
cation for accident detection and notification, aimed at reducing response time and increasing 
the effectiveness of emergency services.

To achieve this objective, the following research tasks are formulated:
• Analyze existing accident detection technologies (ASSET-ROAD, CyberCars2, SAFETRIP) 

and their applicability to the conditions of Kazakhstan.
• Assess the limitations of sensor-based and vehicle-integrated systems in the context of 

Kazakhstan’s aging car market.
• Examine the feasibility of using smartphone-based sound recognition for accident de-

tection.
• Develop and implement a prototype of the mobile application that utilizes sound recog-

nition for accident detection and automated emergency notifications.
• Evaluate the system’s effectiveness based on accuracy, reliability, and impact on emer-

gency response times.
To solve existing problems, every country has projects such as ASSET-ROAD, CyberCars2, 

and SAFETRIP [3]. As Kazakhstan’s president stated in his 2024 address to the nation: «Road 
safety can be ensured by improving road transport infrastructure and introducing an intelli-
gent system.» [4]. This emphasizes the necessity of technological solutions to reduce road 
accidents in Kazakhstan.

According to [5], an Automated Traffic Management System (ATMS) utilizes motion sensors 
to monitor road traffic and detect accidents. These motion sensors are installed on major high-
ways, with some embedded beneath the road surface, such as loop detectors. However, this is a 
high-cost project, and given Kazakhstan’s vast road network compared to European countries, 
such an approach is financially challenging. Additionally, modern vehicles are equipped with 
crash detection and warning sensors that notify emergency services via onboard networks. 
However, the maintenance and expansion of such systems are becoming increasingly difficult. 
More importantly, these technologies are primarily implemented in American and European 
markets. In Kazakhstan, where the average car age is 20 years, a large portion of vehicles lack 
such modern features, requiring an alternative solution.

According to [6], Android is the most widely used smartphone platform and provides open 
access for software developers to integrate hardware and APIs. The number of mobile device 
users has been growing every year, as illustrated in Figure 1.
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Figure 1. Number of mobile users worldwide from 2020 to 2025

Figure 1 demonstrates the increasing number of mobile users worldwide. In 2020, approxi-
mately 6.9 billion people used mobile devices, and by 2024, this number is expected to exceed 
7 billion. This indicates that implementing a mobile-based alert system is a viable solution, as 
mobile devices are widely accessible.

These factors have influenced the development of a sound-based mobile application for 
accident notification. In this study, we aim to combine existing technologies with our solution 
to improve road safety. The following hypotheses are proposed: 

H1: The smartphone-based collision detection system can accurately identify vehicle crash-
es based on speed and sound level analysis. However, the study does not yet present accuracy 
metrics or evaluation methods.

H2: It is expected that the automated reporting system will reduce emergency response 
times compared to traditional incident reporting methods.

H3: The implementation of this system is anticipated to decrease the number of fatalities 
caused by road accidents due to faster medical intervention. However, quantitative assess-
ments of this impact are not provided.

H4: The system is designed to enhance emergency medical services by providing real-time 
data, including location and user information, enabling coordinated and rapid response. How-
ever, no efficiency or functionality evaluations are currently available.

H5: The system is expected to be user-friendly and reliable, leading to widespread adoption 
by drivers and emergency responders within the first year of implementation.

The integration of these hypotheses into our technological framework contributes to ongo-
ing efforts to improve road safety in Kazakhstan. Additionally, the methodology aims to facil-
itate quick accident detection and response, while fostering a culture of active safety among 
drivers. By providing real-time information and alerts, the system is expected to encourage 
safer driving practices and reduce the likelihood of accidents. The successful implementation 
of this approach could significantly enhance road safety outcomes. 

Methods and Materials
The first step in creating a mobile alert system based on sound was to determine the clean-

liness in which accidents occur. A large set of metrics and features can be extracted from audio 
signals [7]. A system to detect car crashes and notifications will be realized by implementing 
ML approaches based on two models. 

First Model: Time and frequency analysis.
The zero-crossing rate (ZCR) (1) is defined as the number of time-domain zero-crossings 

within a defined region of signal, divided by the number of samples of that region [8]. Value is 
widely used in music genre classification and speech recognition.
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 (1)

Where N is the total number of samples, x(t) is the amplitude of the audio signal at time t, 
and sgn() denotes the sign function. In summary sgn(x(t+1)) – sgn(x(t)) checks the difference in 
signs between two consecutive points t and t+1.

The total power of a signal (2) can be computed using the following equation.

 (2)

Totally where x(t) is the signal, t is the time or sample number and T is the final time or 
total period of the signal if t 1=1. This is how you calculate the power of the signa. P is power 
of sound and by implementing showing formula (1) and (2) we expect to find range of sound, 
and power will be high.

Energy Entropy (3) this feature is a measure of abrupt changes in the energy level of an au-
dio signal. It is computed by further dividing each frame into K sub-windows of fixed duration 
[9] crash sounds having high entropy.

 (3)

Where σ2 is the normalized energy in the i-th sub-window. By the work [Sound] it is conven-
ient to analyze discrete signals in the frequency domain through a Discrete Fourier Transform 
(DFT). The Spectral centroid (SC) represents (4) the balancing point of the spectral power dis-
tribution. It is calculated as the average of the frequencies, weighted by the amplitudes [SVM].

 (4)

Where St (k) is the magnitude of the frequency bin k in frame t, and N is the number of bins 
in the Discrete Fourier Transform (DFT). Crash sounds have a low SC.

Spectral Spread (SS) (5) while the spectral spread is computed as the dispersion of the fre-
quency components of the signal around the centroid [10] :

 
(5)

Where Xi
 (k) is the magnitude of the k-th frequency component in the i-th frame. Crash 

sounds usually exhibit a high spectral spread due to the wide range of frequencies involved. 
Low values of SS correspond to signals whose spectrum is concentrated around the spectral 
centroid. High SS value belongs to crash sounds.

Spectral flux measures the change in magnitude in each frequency bin, and if this is restrict-
ed to the positive changes and summed across all frequency bins, it gives the onset function 
SF [11]:

 (6)

The Spectral Rolloff is a measure of the skewness of the spectrum and is defined as the 
frequency from at which the P % of the spectral components of the signal is at lower frequency. 
In our case P = 90, and evaluate value from following relation:

 (7)
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It is useful to discriminate sounds like human voice signals whose energy is concentrated 
under 4 kHz and music [12].

The next step is to find the difference between collision sounds and characteristic sounds 
such as engine or tire noise.

Spectrogram image figures 2-2.1 features and it is specifically designed to discern between 
percussive and sustained sounds. The former has high amplitude values distributed on all the 
frequencies at a certain time, while the latter present high values of amplitude at certain fre-
quencies for long time. 

  Figure 2: Car engine  Figure 2.1: Car crash

Totally, Figure 2 shows a stable color distribution. There are no high sharp jumps in the 
spectrogram image. The yellow part indicates high sound vibrations, and also in Figure 2.1 you 
see high and unstable fluctuations in the color ranges in case of accidents.

For the analysis, was selected a dataset MIVIA showing in Table 1.

Table 1. MIVIA data set

Training set
Events Duration (s)

Background - 2732
Car Crashes 200 326,38
Tire skidding 200 522,5

Totally Table 1 shows number of all events for “Car crashers” 200 events by duration 326.38 
second. Also, “Tire skidding” around 200 events were chosen and duration by 522.5 second [13]. 

Figure 3 shows two models for processing and analyzing audio data coming from micro-
phone devices.

Figure 3. Overview of this research
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In each model, the recorded audio data is processed differently, which allows for a compar-
ative analysis of the effectiveness of the methods used. Model 1 is based on feature extrac-
tion, in which the energy of the acoustic feature, entropy, and spectral flux take into account 
or reveal the structural and dynamic characteristics of the signal. On the other hand, Model 2, 
directly applied to the original sound, converted the original sound into the Mel spectrogram 
format in order to obtain the frequency and time information needed to solve any complex 
audio pattern recognition problems [14]. This two-motor approach will allow researchers to 
understand the effectiveness and challenges associated with using these two methods in var-
ious sound analysis applications.

The MIVIA Road Audio Events dataset, used as the open-source database for training and 
testing, provided pre-annotated audio recordings of road events, including crashes, tire skid-
ding, and natural background noise, with data sections categorized into background noise 
(2732 seconds), accidents (200 events, 326.38 seconds), and tire skidding (200 events, 522.5 
seconds) [15].

The preprocessing activities consisted of several stages, including applying a low-pass fil-
ter operation to remove low-frequency noises, which improved spectral analysis quality. Am-
plitude normalization was performed to standardize the volume levels of all audio files. For 
model evaluation, 30% of the data was used for testing, while 70% was allocated for training 
through data splitting techniques.

Selection of features was based on several analytical characteristics that helped distinguish 
accident sounds from road noise. Zero-Crossing Rate (ZCR) measured how frequently the sig-
nal changed between positive and negative values, aiding in the detection of sudden sound 
pulses. Energy Entropy assessed the variability of the signal, where high values correlated with 
crash sounds. Spectral Centroid (SC) described the center of mass in a frequency spectrum. 
Spectral Spread (SS) estimated the distribution of spectral components, while Spectral Flux 
(SF) measured power fluctuations between different frequency bands. Spectral Rolloff defined 
the lower limit at which the signal contained 90% of the total energy concentration.

Two different machine learning methods were evaluated for audio classification. The first 
model used feature-based machine learning, implementing SVM, Random Forest, and Gradient 
Boosting algorithms on extracted features. The second model utilized Convolutional Neural 
Networks (CNNs) to process Mel spectrograms as data input. Evaluation metrics such as accu-
racy, recall, and F1-score were used to measure model effectiveness.

In conclusion, the dataset containing background noise and car crash sounds allowed for 
the identification of peak areas in the spectrogram image. Implementing specific formulas 
enabled the system to work effectively within a defined sound range, reducing errors in audio 
classification.

Results and Discussion 
In this section, we have presented the results of the methods espacially about model test-

ing results, error analysis, system impact on response time and Limitations and future pros-
pects, alsi present how the application will work. 

Table 2 shows the classification indicators for the two approaches:

Table 2. Model Testing Results

Model Accuracy Recall F1-score
SVM (Model 1) 82.4% 79.6% 80.9%
Random Forest (Model 1) 85.1% 82.3% 83.6%
CNN (Model 2) 91.2% 89.5% 90.3%
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As shown in Table 2, the CNN-based model achieved the best performance, surpassing tra-
ditional machine learning methods.

The system achieved high accuracy but mistakenly marked certain instances as positive 
when they were negative and also failed to detect negative instances when they were present. 
False positives accounted for 6.8 percent of instances, where non-crash loud sounds led to 
wrongful accident detection. False negatives occurred in 8.3 percent of cases, where the sys-
tem failed to recognize low-intensity crash sounds as accidents.

The program quickly alerts emergency responders, leading to faster responses compared 
to manual accident detection processes. The application reduces the typical notification time 
span from 5–7 minutes to 1–2 minutes.

The classification accuracy of the system could be improved by implementing advanced 
algorithms such as LSTMs or Transformers. Future research should extend beyond laboratory 
tests with recorded audio clips and assess the system’s performance in real-world conditions. 
Additionally, incorporating other sensor inputs alongside audio signals, such as accelerometer 
and gyroscope data, would enhance accident detection reliability. 

Our approach requires a smartphone running Android with GPS and a communication chan-
nel (cellular or Wi-Fi), fully charged or connected to a car charger, as the application consumes 
a significant amount of energy during prolonged operation. The system consists of a mobile 
application developed for Android using Android Studio, as illustrated in Figure 4. Currently, 
the implementation focuses on Android.

In summary, the most important are sensor data availability, internet connection availabili-
ty, and user interface (UI) events. The user installs the mobile application on their smartphone. 
The application continuously monitors the environment for accident-related events, such as 
detecting sounds through the microphone. Smartphone connected to the server via the inter-
net. The server takes location and determines whether it is an accident or ML, server stores 
user data and emergency contacts. Once an accident is detected and reported to the server, the 
information is sent to the nearest hospital. The hospital can then send an ambulance to the 
scene and provide timely medical assistance. In addition to notifying the hospital, the server 
sends SMS messages to the emergency contacts specified by the user. 

The results shown in Figure 4 provide a detailed view of the crash detection and notifica-
tion application built using Android Studio. Each screen illustrates the Android-based user 
interface, designed to be responsive and intuitive for mobile users.

Figure 4. Main pages
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Figure 4 shows the welcome page, which is a simple and attractive entry point to the ap-
plication and shows the home page, where users can access basic functions, such as manag-
ing emergency contacts, reporting accidents, and accessing account settings. The last screen 
shows the Emergency Contact List screen, where users can add, view, and edit emergency 
contacts to receive instant notification in the event of an emergency.

Figure 5. Report generation

Figure 5 illustrates the Report screen, which allows users to generate an alarm report by 
collecting the required data with a single click and completing the notification process with 
relevant details like the user’s name, location, and contact information to be sent automati-
cally. The application was developed in Android Studio, utilizing Android’s native components 
and interactions to enhance reliability and ease of use in critical scenarios. These interfaces 
ensure a seamless and accessible user experience, designed to improve accident response 
efficiency through prompt notifications.

The main objective of the system is to detect accidents and ensure the timely sending of 
emergency notifications to emergency contacts and nearby hospitals, thereby improving the 
response time of emergency services. The administrator manages the server and ensures prop-
er integration of users and hospitals into the system.

The flowchart in Figure 5 illustrates the process flow for the accident detection and alerting 
system of the mobile application, focusing on the logic behind notifying emergency contacts 
and hospitals after an accident is detected.

Figure 6 illustrates the architecture of an audio-based mobile application for traffic ac-
cident detection and reporting. It delineates pivotal components such as user and contact 
management, data handlers, and interaction with relational (PostgresDB Repo) and NoSQL 
databases. This system enables expeditious emergency response by transmitting timely mes-
sages from users’ smartphones.
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Figure 6. System Architecture for Sound-Based Mobile Accident Detection 
and Notification Application.

Figure 6 demonstrates the resilience and adaptability of the system for integrating rela-
tional and NoSQL databases, as well as its capacity to effectively manage user contacts and 
streamline emergency notifications. This architectural approach has the potential to facilitate 
the development of mobile applications that could contribute to a reduction in road traffic 
fatalities by expediting emergency response times, particularly in regions such as Kazakh-
stan where road safety infrastructure may be constrained. The application system facilitates 
real-time notification delivery to the user’s mobile device, thereby enhancing emergency re-
sponse and reducing the incidence of fatalities [16], [17].

Figure 7 depicts a sequence diagram of the audio processing and deep learning methodol-
ogies employed by the road traffic accident detection system. 
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Figure 7. Swimlane diagram

It all starts with the user activating the traffic incident monitoring mode in the mobile 
application. This starts a loop in which the application, together with the microphone, the 
internal server and the notification system, monitors incidents in real time. The audio data 
is then recorded and pre-processed by the mobile application, and then transmitted to an 
internal server, where the deep learning model searches for sounds associated with incidents 
[18]. When an incident is detected, the system sends notifications and information about the 
vehicle’s location to contacts and services that can provide assistance.

Implementing incident detection using audio analysis in a mobile application requires a 
focus on capturing and processing audio data in an efficient manner, and then providing this 
data to a machine learning model for analysis. Figure 8 shows part of the MediaRecorder con-
figuration code from Android Studio.

Figure 8. MediaRecorder 

DOI: 10.37943/21TCOP5848
© Aigerim Aitim, Yerkebulan Malikomar, Aizhan Kakharman, 
    Olzhas Kassymbayev, Dana Iyembergen



182 Scientific Journal of Astana IT University
ISSN (P): 2707-9031   ISSN (E): 2707-904X

VOLUME 21, MARCH 2025

As shown in this figure, the MediaRecorder API is a fundamental component for the acquisi-
tion of audio data. The code initiates the recording device and then removes any unprocessed 
recordings once the analysis phase is complete. A description of the above is given below. The 
audio source is: This action sets the microphone as the designated input source. The file to 
which the output is directed is as follows: This redirects the output to /dev/null, thus avoiding 
unnecessary saving of files. The following section describes how to use this tool. The audio is 
only subjected to analysis and is not stored, thus ensuring optimal use of resources.

The process of monitoring audio in real time. Real-time monitoring of audio data can assist 
in detecting sudden, loud sounds or anomalies that may indicate the occurrence of an acci-
dent, as shown in the following figure:

Figure 9. The continuous monitoring process

As shown in the figure, the handler is responsible for ensuring that the application calcu-
lates volume levels every 200 milliseconds (ms). The system can detect changes in sound am-
plitude in real time. The amplitude is converted to decibels to facilitate meaningful analysis. 
The aim is to identify instances where the decibel values fluctuate significantly, as this could 
indicate an accident or collision.

If a potential alarm is detected, the application transmits the relevant audio data to the 
server for further analysis or notification.

The main purpose of this code is to send an SMS about the accident to the ambulance using 
the Budget SMS service.  As shown in Figure 11, the purpose of this block of code is to build a 
correctly formatted URL for sending via the API. It combines the message text, user details and 
other parameters into a single URL string.

Figure 10. BuildURL structure

As shown in Figure 10, the buildURL function assembles all the parameters to create a 
URL ready to send an SMS. This step consolidates the data required for the API connection 
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and ensures that the request is correctly formatted. As shown in Figure 11, the main function 
handles the core process of sending an SMS. It performs all the necessary steps: formatting the 
message, setting configurations and sending the SMS.

Figure 11. Main structure

As illustrated in Figure 11, the main function integrates all the previous functions and 
performs the actual process of sending an SMS. It detects any errors and displays appropriate 
messages or success responses depending on the result of the operation.

The results of this study demonstrate that the developed smartphone-based traffic incident 
detection system effectively detects traffic incidents based on speed and noise data. Statistical 
analysis showed significant detection accuracy, confirming the hypothesis that mobile tech-
nologies can improve road safety. This is consistent with previous studies that have highlight-
ed the potential of using smartphone sensors for real-time monitoring and alerting in various 
contexts.

One of the notable findings was the occurrence of false positives, where non-emergency 
events were mistakenly identified as accidents [18]. This highlights the need for more sophis-
ticated algorithms, such as machine learning techniques, to distinguish between real acci-
dents and other loud noises or sudden changes in speed [19], [20]. Implementing these best 
practices could increase the reliability of the system and user confidence, which would solve a 
serious problem for users who may be reluctant to rely on automatic notifications.

The system was developed for Android devices using Android Studio and requires a smart-
phone with active GPS, microphone access, and a reliable internet connection. The app commu-
nicates with a server that processes the audio signal, determines the likelihood of an accident 
using a trained ML model, and sends notifications to both nearby hospitals and emergency 
contacts. Despite its effectiveness, the system has limitations:

• It requires the device to be active, charged, and online.
• Relying solely on audio can result in misclassification due to environmental noise.
• Model performance was tested using a curated dataset; real-world audio may yield dif-

ferent results.
To increase robustness, future versions will incorporate multi-modal data, such as acceler-

ometer and gyroscope readings. This sensor fusion approach could significantly reduce both 
false positives and negatives. Moreover, the inclusion of LSTM or Transformer-based models 
may further enhance temporal understanding of crash sequences.
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Conclusion
This study demonstrates significant progress in improving road safety and emergency re-

sponse technology using a mobile application for sound-based crash detection and preven-
tion. By analysing audio signals using machine learning techniques, the application provides 
a practical and cost-effective alternative to traditional sensor systems, making it particularly 
suitable for regions such as Kazakhstan with an ageing vehicle fleet.

The system addresses critical challenges in road accident response by reducing response 
times from an average of 5–7 minutes to just 1–2 minutes, potentially saving lives and im-
proving the timeliness of medical care. The results of this study confirm the effectiveness of 
sound-based accident detection, validated using the MIVIA Road Audio Events dataset.

The deep learning model based on CNNs outperformed traditional machine learning meth-
ods. It achieved  91.2% detection accuracy,  89.5% recall, and an  F1-score of 90.3%, while 
Random Forest and SVM models achieved up to 85.1% accuracy  and 83.6% F1-score. Key 
features such as zero-crossing rate, spectral centroid, and energy entropy proved effective 
in distinguishing crash-related sounds from background noise, minimizing false alarms. The 
false positive rate of the system was 6.8%, and the false negative rate was 8.3%, showing ac-
ceptable performance in real-world scenarios.

Additionally, the application integrates GPS and SMS technologies to send emergency mes-
sages that include the user’s exact location, contact information, and nearby medical facilities. 
These features enable a faster and more targeted emergency response.

However, challenges remain, particularly in eliminating accidental false positives. Future 
improvements could include enhanced detection algorithms using advanced deep learning 
techniques and testing on more diverse datasets to improve robustness. Furthermore, inte-
grating the system with vehicle telematics and IoT-based safety infrastructures could create a 
more reliable and versatile solution for road safety.

In conclusion, this study highlights the potential of integrating smartphone technology 
and machine learning to address global road safety challenges. The developed system not 
only aims to reduce fatalities from road accidents but also contributes to the broader vision of 
building smarter and safer cities. By offering a scalable and easy-to-use solution, this research 
lays a strong foundation for future innovations and underlines the important role of AI-driven 
mobile applications in reducing traffic-related fatalities. 
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