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DEVELOPMENT OF MACHINE LEARNING METHODS FOR 
MARKET TRENDS

Abstract: In the rapidly evolving real estate market, the application of machine learning 
(ML) is crucial for understanding and predicting price trends. This study evaluates and com-
pares seven ML models, including multiple linear regression, random forest regression, sup-
port vector regression (SVR), decision tree regression, and XGBoost, to determine the most 
effective predictor of real estate prices in Astana, Kazakhstan. The study focuses on the Yesil 
district, a key area in the city, utilizing a dataset of over 9,000 records extracted from a broader 
collection of more than 30,000 real estate transactions across Kazakhstan. Through rigorous 
experimentation, model performance was assessed using statistical metrics such as mean 
absolute error (MAE), root mean square error (RMSE), and the coefficient of determination 
(R-squared). The results indicate that the Random Forest Regressor and XGBRegressor models 
outperformed others, achieving the highest R-squared values (99.55% and 99.18%, respec-
tively) and the lowest MAE and RMSE values. These findings highlight their robustness in pre-
dicting housing prices with high accuracy. The primary objective of this study was to develop 
a precise ML model capable of accurately forecasting real estate prices in Astana based on 
key market attributes. The superior predictive performance of the Random Forest and XGBRe-
gressor models justifies their selection for deployment in real-world applications. Their high 
predictive accuracy suggests their potential utility for real estate professionals, policymak-



34 Scientific Journal of Astana IT University
ISSN (P): 2707-9031   ISSN (E): 2707-904X

VOLUME 21, MARCH 2025

ers, and investors seeking data-driven insights into market dynamics. This research expands 
knowledge on the applications of ML in the real estate sector, reinforcing the importance of 
evidence-based decision-making within the industry.

Keywords: machine learning; real estate; data processing; regression analysis; algorithm. 

Introduction
Within the contemporary landscape, the real estate market has garnered heightened schol-

arly attention, with a growing emphasis on leveraging sophisticated technological advance-
ments, such as machine learning, to illuminate and anticipate its dynamic behavior. In this 
context, the integration of machine learning (ML) into the real estate sector presents a novel 
opportunity for enhanced market trend modeling. ML algorithms possess the capability to 
incorporate a multitude of factors, thereby facilitating the development of more efficacious 
property management strategies. Against this backdrop, this study focuses on the application 
of machine learning methods to analyze the online real estate market in Astana, offering an 
in-depth look at modeling and forecasting in this context. The choice of the Astana real estate 
market for the study was justified by its strategic location as the capital of Kazakhstan, the 
dynamic development of the city, changes in the geopolitical context, diversity of property 
types, investment potential and unique characteristics of the market in the Kazakh context 
This research investigates the potential of employing artificial intelligence (AI) technologies 
for real estate market valuation [1]. The primary objectives are twofold:

• To assess the efficacy of various AI algorithms in determining real estate market value. 
This evaluation will be conducted by comparing the generated valuations with estab-
lished accuracy benchmarks. 

• To analyze the influence of specific algorithm parameters on the accuracy of valuation 
results. This will guide the selection of the most effective AI model for real estate market 
valuation within the chosen context. 

Machine learning is revolutionizing real estate market research by providing accurate price 
forecasts, automated data analysis, identifying trends, identifying optimal investments, and 
classifying market segments. These technologies can also provide personalized recommenda-
tions, predict risks, and provide deeper, more informed insights into market dynamics. Real es-
tate market research using machine learning is known to be used to optimize pricing, predict 
investments, provide personalized recommendations, make strategic decisions, manage risks, 
and improve customer experience. This data helps you make informed decisions and adapt to 
changing market conditions. 

The real estate market is a set of organizationally oriented relations between subjects of 
the real estate market, in which, on the basis of market relations, transactions of purchase and 
sale, exchange, rent, rental or other transactions are carried out, as a result of which owner-
ship rights or temporary procession of real estate are transferred for the purpose of exchang-
ing existing rights to financial or other assets. We can observe that the real estate market in 
Kazakhstan has been fluctuating for several months. After recording high rates of real estate 
purchase and sale transactions, the demand curve went down, but prices per square meters 
continue to rise [2], [3]. 

The real estate market is influenced by many different factors in various fields and indus-
tries. It will be divided these factors into two types – external and internal. Studying external 
and internal factors in the real estate industry allows us to better understand market dynam-
ics, predict changes and develop effective property management strategies. External factors 
include economic and geopolitical conditions and financial capabilities to the level of compe-
tition and diversity of property types. The interaction of these factors determines the dynamics 
of the real estate market, shapes prices and influences property management strategies. 
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For example, external factors include the military conflict in Ukraine, the policies of neigh-
boring countries, which resulted in the depreciation of the national currency tenge. It should 
be noted here that these factors influenced the prices of building materials necessary for the 
construction of new residential buildings and influenced the logistics infrastructure of our 
country. Internal factors include the termination of state mortgage programs, the possibility 
of withdrawing pension surpluses from the Unified National Pension Fund. Here it can be 
mentioned such state programs as “7-20-25”, “Baspana Hit”. These programs made mortgages 
more convenient but had many limitations. For example, the “7-20-25” program provided only 
for new housing, but the share of new housing in the regions is not as high as in the megaci-
ties of our country. This problem represents an important aspect of socio-economic dynamics, 
where the degree of housing affordability is closely related to the financial capabilities of 
the population. High property prices can put pressure on household budgets, while higher 
household incomes can create additional housing opportunities. The correlation between the 
median home price and median household income suggests that income level plays an im-
portant role in determining housing affordability. If the average household income is rising, 
this can alleviate the financial burden associated with buying a home, and vice versa. This has 
significant implications for the development of housing and financing policies and strategies 
aimed at increased people’s access to housing [26], [27].

This study contributes by comparing various machine learning models, including traditional 
methods and advanced techniques like XGBoost, for real estate price prediction. It also applies 
essential preprocessing methods, such as feature scaling and handling missing data, often 
overlooked in similar research. Focused on the dynamic real estate market in Astana, with a 
dataset of over 30,000 entries, including 9,000 from the Yesil district, it offers valuable in-
sights into the local market, distinguishing our work from existing studies.

Literature Review
In the existing literature, most of the research has involved the comparison of various 

methods that prove beneficial in predicting housing prices. The quantity and nature of attrib-
utes under consideration vary across these studies. The study by [2] utilizes a dataset of 5,359 
townhouses in Fairfax County, Virginia, to investigate the application of machine learning 
algorithms for house price prediction. The research employs C4.5, RIPPER, Naïve Bayes, and 
AdaBoost algorithms to construct a predictive model. Subsequently, the study evaluates the 
classification accuracy of each model in forecasting house prices. The findings reveal that the 
RIPPER algorithm, known for its focus on high accuracy, consistently outperforms the other 
models in this task. In [3], an author presents a hybrid algorithm based on fuzzy linear regres-
sion (FLR) and fuzzy cognitive map (FCM) to solve the problem of forecasting and optimizing 
housing market fluctuations. The best fitting FLR model is then selected based on two metrics 
including confidence index (IC) and means absolute percentage error (MAPE). To achieve this 
goal, analysis of variance (ANOVA) for a randomized complete block design (RCBD) is used. 
The proposed hybrid FLR-FCM algorithm allows decision makers to make use of imprecise and 
ambiguous data and more clearly represent the resulting model values. This is the first study 
to use a hybrid predictive approach to forecasting and optimizing housing prices and the mar-
ket. The authors in [3] use the Random Forest machine learning method to predict housing 
prices and evaluate its effectiveness on a housing data set in the UCI Boston machine learning 
repository (507 records, 14 functions). The model shows acceptable predicted values, closely 
matching the actual prices within ±5.

The paper [4] examines property price prediction models in Surabaya using Random Forest 
machine learning algorithms and seventeen regularly used characteristics from real estate 
agents that are the most influential factors in determining house prices. Another study on 
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house price forecasting by Gierek [5], [6] requires the use of the most accurate methodology 
to achieve maximum accuracy of the initial forecast. One of the methods that can be used 
to solve the problem of estimating the value of a house under uncertainty is fuzzy logic. An-
other study compares artificial neural networks with fuzzy logic and K-Nearest Neighbors to 
determine the most appropriate approach for pricing, which can be a useful guide for sellers 
[7],[8],[9]. Prediction of housing prices using a memristor-based artificial neural network was 
carried out by researchers Wang JJ et al [10]. To define a multivariate regression model using 
the backpropagation formula, they developed a synthetic neural network supported by mem-
ristors. 

The author’s work [11] examines the use of artificial intelligence, machine learning and 
nonlinear statistical models to solve problems of forecasting housing prices in Taiwan. In 
this order, the authors use ensemble regression boosting trees, support vector regression, 
and Gaussian process regression. Bayesian optimization is implemented through ten-fold 
cross-validation to determine the corresponding optimal kernels and parameter values. In the 
study described in [11], [12] the authors utilized the Repeated Incremental Pruning to Produce 
Error Reduction (RIPPER) algorithm, which was trained with 28 variables selected through 
stepwise logistic regression to forecast housing prices in the United States [13], [14]. The 
RIPPER algorithm demonstrated superior performance compared to the C4.5 algorithm, Naïve 
Bayes, and AdaBoost algorithm. Additionally, in [15], [16] the researchers integrated Ensem-
ble Empirical Mode Decomposition (EEMD) and Support Vector Regression to predict abrupt 
declines in house prices in the United States. The model presented in their work was trained 
using ten annual macroeconomic variables. 

Other research has concentrated on utilizing decision trees to model and predict housing 
prices. For example, in [17], the random forest algorithm was employed to forecast the House 
Price Index in the United States, achieving a 5% error margin. Additionally, in the Australian 
market data context, decision trees, gradient boosting, and the random forest algorithm were 
found to be more effective compared to a multiple linear regression model [18]. Moreover, 
artificial neural networks demonstrated effectiveness in predicting house prices in various 
locations, including China (China Real Estate Index System) [19], Lagos (Nigeria) [20]. In a sub-
sequent study [14], the authors found that the Kuala Lumpur house price forecasting model 
using XGBoost was highly effective, demonstrating the lowest MAE and RMSE values, as well 
as the best adjusted coefficient of determination (r-squared), consistently outperforming other 
machine learning models. In [21], [22] researchers used various machine learning methods, 
including random forest, gradient boosting, and XGBoost, to evaluate residential properties in 
California, Florida, and Texas. Comparative analysis with standard ordinary least squares (OLS) 
revealed superior performance of the machine learning models across all aspects. The model 
developed by the authors showed a median absolute percentage error of 9,3%. This increased 
accuracy coupled with cost-effectiveness and instant results, leads the authors of [22] to claim 
the superiority of automated scoring models over traditional methods. Zillow, a leading com-
pany in this area, as highlighted in [23], provides automated residential property appraisals 
with an astounding 3,5% accuracy (average error rate). Demonstrating its commitment to tech-
nological advancement, Zillow continually strives to improve the accuracy of its ratings. To 
achieve this goal, the company organized a competition [23] on the widely recognized Kaggle 
platform [24] between 2017 and 2018, offering a substantial prize fund of $1,200,000 for 
developing the best scoring algorithm [25]. 

Analysis of these studies shows that domestic valuation is in the early stages of introducing 
various artificial intelligence methods in the valuation of various assets [26]. Let’s look at the 
initial results of using machine learning methods to determine the value of residential real 
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estate. This analysis is based on a thorough study of extensive data sets relating to apartment 
sales, using the example of apartment valuations on the secondary market in Astana. 

Model Specification
A variety of machine learning techniques can be applied to assess the market value of 

real estate effectively. This section presents research findings on various machine learning 
approaches, emphasizing both traditional and contemporary methods. It discusses well-es-
tablished techniques like linear regression, which is frequently utilized in estimation practice, 
alongside classic algorithms such as Random Forest and Gradient Boosting. Additionally, the 
study explores more recent and advanced models, including XGBoost, known for its efficiency 
and predictive accuracy. 

This research specifically examines the following methods:
• Linear Regression;
• Lasso Regression;
• Random Forest Regressor;
• Ridge Regression;
• Support Vector Machine (SVM Regressor);
• Decision Tree;
• XGBoost Regressor (XGBRegressor).

The selection of these methods is grounded in their adaptability to various data charac-
teristics and robustness across different research scenarios. Notably, each method possesses 
unique features that enhance its applicability in real estate valuation. For instance, Lasso and 
Ridge regression techniques incorporate regularization to prevent overfitting, making them 
particularly useful in datasets with many features. Random Forest and Decision Tree models of-
fer interpretability and handle non-linear relationships effectively. In contrast, XGBoost stands 
out due to its gradient boosting framework, which optimizes performance through sequential 
model training and regularization, resulting in superior predictive power.  The uniqueness of 
this work lies in its comprehensive comparison of these diverse methodologies applied spe-
cifically to the dynamic real estate market of Astana, Kazakhstan. By synthesizing traditional 
and cutting-edge machine learning approaches, this study not only identifies the most effec-
tive predictors of real estate prices but also provides valuable insights into the local market 
characteristics. This contribution enhances decision-making processes for stakeholders and 
highlights the potential for tailored machine learning applications in real estate valuation. 

The Support Vector Machines (SVM)
The Support Vector Machines (SVM) aims to find the optimal hyperplane (for binary classifi-

cation) or separating hyperplane (for multiclass problems) by maximizing the margin between 
classes. The formula for linear SVM is expressed as follows:

For binary classification:

where: f (x) – decision function, w – weight vector, x – input data, b – bias term. 
The objective is to find w and b and maximize the margin, subject to the constraint:

where:
yi – class label (1 or -1),
xi – training data. 
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SVM can also utilize kernels for handling nonlinear data. The formula for nonlinear SVM 
using kernel function K (x, y) is:

 (1)

where:
ai – Lagrange multiplier, 
n – number of training data points. 
These formulas encapsulate the fundamental principles of SVM, aiming to find the optimal 

hyperplane or separating hyperplane using various kernels for nonlinear data. 

Linear Regression
Linear Regression (LR) is a simple and widely used method for modeling the relationship 

between a dependent variable and one or more independent variables. It assumes a linear 
relationship with the goal of finding the best-fitting line that maximizes the sum of squared 
differences between observed and predicted values. 

The linear regression model can be represented as:

 (2)

here, f (x) is the predicted value, w0 is the intercept, w1, w2, ..., wn are the coefficients, 
x1, x2, ..., xn are the input features. The goal of LR is to find the coefficients of a linear equation 
that minimize the sum of squared differences between the predicted values and the actual 
values. 

Lasso Regression
In Lasso Regression, and L1 regularization term is added to the linear regression objective 

function:  

 (3)

here, f (x)is the predicted value, w1, w2, ..., wn  are the coefficients, x1, x2, ..., xn are the in-
put features, λ is the regularization parameter. The additional term  penalizes the 
absolute values of the coefficients, encouraging sparsity in the model. The choice of λ deter-
mines the strength of the regularization. 

Random Forest Regressor
Random Forest is an ensemble learning method that combines predictions from multiple 

decision trees to improve accuracy and reduce overfitting. While a single decision tree’s formu-
la is complex, the overall prediction in a random forest is the average (or median) of predic-
tions from individual trees, enhancing robustness and predictive accuracy Figure 1.
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Figure 1. Random Forest Regressor architecture

Mathematically, if we denote the prediction of the i-th tree as yi (x) for input x, the Random 
Forest prediction f (x) can be expressed as:

 (4)

here, f (x) is the overall prediction of the Random Forest for input x, N is the total number 
of trees in the forest, yi (x) is the prediction of the i-th tree for input x. Essentially, a random 
forest regressor takes multiple predictions generated by multiple trees and combines them 
through averaging, producing a prediction that is more consistent and accurate across regres-
sion scenarios. 

Ridge Regression
Ridge Regression or L2 regularization, is another variation of linear regression that intro-

duces a penalty term based on the squared values of the regression coefficients. The objective 
function for Ridge Regression is as follows: 

 (5)

here, λ is the regularization parameter that controls the strength of regularization. Ridge 
Regression helps prevent overfitting by penalizing large coefficients, providing a balance be-
tween simplicity and accuracy in the model. 

Decision Tree
Tree structure: a decision tree is a hierarchical structure of nodes and leaves. Each node in 

the tree contains a condition, and each leaf contains a prediction.
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Figure 2. Decision tree architecture

At each level of the tree Fig.2, a feature and threshold are selected to split the data, min-
imizing uncertainty or error. This process is recursively repeated for each subgroup, creating 
new nodes. The splitting continues until a stopping criterion is met, at which point the nodes 
become leaves, each containing the final prediction.

XGBoost Regressor
Ensemble model: XGBoost (Extreme Gradient Boosting) is and ensemble of decision trees. 

Predictions from individual trees are combined to achieve a more accurate prediction. XGBoost 
is a powerful and scalable machine learning algorithm known for its efficiency and perfor-
mance in structured/tabular data scenarios. It belongs to the class of gradient boosting algo-
rithms and is widely used for regression, classification, and ranking tasks. XGBoost minimizes a 
loss function measuring the difference between predicted and actual values. The loss function 
includes an error component and regularization. Trees are added sequentially, and each tree 
corrects residual errors of previous ones. The training process stops when a certain criterion 
or a specified number of trees is reached. XGBoost incorporates regularization to prevent over-
fitting and enhance the model’s generalization ability [11-12]. 

Prediction Formula:

 
(6)

where:
f (x) – the final prediction of the model,
f (x)k – prediction from an individual tree,
K – the total number of trees. 
Both algorithms have their advantages and drawbacks, and the choice between them de-

pends on the nature of the data and the requirements of the task. 

Features of preparing initial data for training
Each property has a unique set of characteristics that affect its current market value. The 

goal is to formulate a rule based on data covering various properties. This data set includes 
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the characteristic value of each property as well as the corresponding market prices. The goal 
is to establish a rule for predicting the likely market price of a new property given its charac-
teristics. It is noteworthy that all factors influencing the market value are taken into account, 
including the technical characteristics of the property, its geographical location and the con-
textual market environment in which real estate transactions occur. The objectives of this 
study include analyzing the feasibility of determining the market value of real estate based on 
machine learning, evaluating the valuation results using generally accepted accuracy criteria 
for various methods (algorithms), selecting the most effective one, and studying the influence 
of the parameters of the selected algorithm on the accuracy of the results obtained. 

The accuracy of property assessment is significantly influenced by the set of indicators, 
often referred to as pricing parameters, which are used to characterize the property under 
evaluation. Therefore, a crucial aspect of initializing the assessment process involves defin-
ing the composition of functions to describe each property. It is important to emphasize that 
the comprehensiveness of the property description is confined to the information available 
in sales advertisements published on relevant platforms. Through a comprehensive analysis 
of the real estate market, the following fundamental characteristics of a property, crucial in 
determining its market value, have been identified:

1) Quantitative variables: year of construction; number of floors and floor; total area of the 
apartment; kitchen area.

2) Categorical variables: district; wall material; furniture; security features (safety); perking; 
availability of a balcony; utilities/communications; balcony glazing (the presence of balcony 
glazing is of great importance, especially in connection with the harsh climatic conditions in 
our country); infrastructure.

It is important to note that the specific set of parameters may vary depending on the source 
of price data. Typically, most of these characteristics are found in advertisements on various 
websites for the sale and rental of various real estate. However, not all advertisements provide 
comprehensive information about the properties for sale. The most complete information can 
often be found on a special website [25], which provides the necessary information about the 
location and condition of the apartment. However, even this site may not contain all impor-
tant information. As for the location, this study adopted the practice of characterizing it by the 
price zone where the object is located. Zoning can be achieved through clustering according 
to various criteria, for example, object coordinates. Another problem that requires attention 
at the data preparation stage is related to the presence of various “noises” in advertisements. 
These may include outliers, false advertising with inflated or underpriced prices, and proper-
ties with inappropriate or conflicting features. To address this issue, the dataset chosen for 
the study was carefully prepared to exclude outliers and advertisements with inaccurate data, 
such as unrealistically low or high prices. When processing numerical characteristics, values 
falling below the 2nd percentile and above the 98th percentile were excluded. Additionally, to 
ensure consistency, all numeric attribute values have been standardized to a single type, such 
as integers or real numbers. This careful preparation aims to improve the quality and reliability 
of the data set for subsequent analysis. The table below shows the original characteristics ob-
tained from the downloaded data site [25], and these descriptions are the same for all cities in 
Kazakhstan. However, it is obvious that not all data is complete: for some characteristics more 
than half of the values are missing. Additionally, most types of raw data are categorized as 
objects. Each field contained extraneous or mixed data. Before data preprocessing, we initially 
had 23 characteristics variable for each object. The price of the item serves as the dependent 
variable and target. The table provides significant information for explanatory purposes. For 
the study, more than 30 thousand data were collected from different regions of Kazakhstan, 
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but in this work, we considered only the Yesil district of Astana. 9243 data were collected for 
this area. 

To ensure compatibility with most models, categorical variables were converted into a nu-
meric representation using the LabelEncoder method. As we know, LabelEncoder is a pre-
processing technique in machine learning used to convert categorical (string) variables into 
numeric format. It assigns unique numeric labels to each unique value in a column, making it 
easier for machine learning models to handle categorical data. One of the most difficult tasks 
that an appraiser faces is structuring the information obtained from the ad text, especially 
from the Description characteristics (Table-1). The fact is that the most significant information 
about the value of the object being appraised is contained in the content of the ad, which is 
usually written in free form in accordance with the personal preferences of the author of the 
ad (seller, realtor, etc.) with proper processing, this description can be used to form the neces-
sary features, and this improves the accuracy of model estimation. From this field you can se-
lect information about the location of the object, as well as information about the infrastruc-
ture.  During the implementation of this study, various relevant features were identified. This 
made it possible to present a description of the object in a structured form and ensure further 
processing of this information. This article will give only one example of using a detailed text 
description to obtain a new feature. 

Using the correlation matrix, we determined the degree of linear relationship between 
them. As is known, correlation coefficients vary from -1 to 1. As we see, the following factors 
turned out to be positive: {(‘price’, ‘area’), (‘price’, ‘real_floor’), (‘price’, ‘state’), (‘price’, 
‘safety’), (‘price’, ‘room’)}. 

Using a correlation matrix-based heat map provides a quick and intuitive way to visualize 
the relationships between numerical variables in your data. As a result of the heat map, we got 
the following results:

Figure 3. Correlation Heat Map

Analyzing the result of the heat map Fig.3, all factors with a low positive coefficient were 
removed and added a new characteristic: price per square meters, which is also calculated 
separately for each apartment. The target variable remains the price of real estate. Once again, 
a correlation analysis with the remaining factors are conducted, the resulting table (Figure 4).
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Figure 4. Heat Map of Pearson Correlation Coefficient Matrix

Figure 5. Distribution of price

The left subplot shows the original distribution (Figure 5), while the right subplot repre-
sents the distribution after applying the logarithmic transformation. The logarithmic trans-
formation is often used to deal with skewed data and make it more suitable for certain types 
of analysis. After data preprocessing, initial computational experiments were carried out con-
sidering all factors. However, the algorithms demonstrated low accuracy in both training and 
testing, which is largely due to insignificant characteristics. In the second experiment, factors 
with negative correlation coefficients below 0.5 were excluded and a new factor PS was in-
troduced. For the new data frame, all the above algorithms were carried out and their results 
were analyzed. The third stage of the experiment focused on the time series, particularly the 
PS factor. To do this, an additional data set was collected for 2001, complete data on prices 
per square meter and exchange rates. Given Kazakhstan’s strong correlation with the dollar 
exchange rate due to dependence on oil prices, an analysis was carried out of changes in the 
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exchange rate over the past 23 years, as well as changes in prices per square meter. Economic 
dynamics made it possible to understand how changes in oil prices affect the strength of the 
national currency relative to foreign currencies. Skewness and kurtosis are known to play a key 
role in data mining, providing information about the shape of the distribution, the presence 
of outliers, and the need for transformation. These metrics help you understand how much 
data deviates from a normal distribution and how this can affect analysis and forecasting. This 
is important because many statistical methods assume normality of the data. Understanding 
the shape of the distribution helps you select appropriate models and data analysis methods, 
which can improve forecasting accuracy. Normal distribution of data facilitates the use of 
standard statistical methods such as t-tests and linear regression. To examine whether the da-
taset is normally distributed or not, the study used TEI graphical methods such as histograms 
and boxplot. 

Table 1. Kurtosis and skewness values for each column 

Kurtosis values for each column Skewness values for each column
Before After Before After

Room 0.663247
Area 21.564038
Price 93.964674
PS 163.491319

Room 0.663247
Area 0.598694
Price 0.463348

PS 0.060470

Room 0.654059
Area 3.320500
Price 7.421420

PS 7.833438

Room 0.285354
Area 0.895464
Price 0.999310

PS 0.281200

As we observe Table, there are no zero values in skewness, indicating that the original data 
is not symmetrical.  The values for area (21.6), price (93.96), and PS (163.5) suggest positive 
skewness, indicating a longer right tail, as illustrated in Figures 6-7. Analyzing kurtosis values, 
none are zero, indicating a non-normal distribution. The values for key characteristics room 
(0.65), area (3.32), price (7.42), PS (7.83) suggest a heavier tailed (sharper) distribution. 

Figure 6. Pair plot Grid 
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Identifying outliers is critical when analyzing data because their presence can significant-
ly affect the results. In our analysis, we used the interquartile range (IQR) method, which 
involves calculating the difference between the 25th percentile (Q1) and the 75th percentile 
(Q3) in a data set. This IQR, representing the spread of the central 50% values, was used to 
identify outliers. Specifically, an observation was considered an outlier if its value exceeded 
1.5 times the IQR value or fell below 1.5 times the IQR. The modified dataset showed im-
proved skewness and kurtosis values of {room: 0.285354; area: 0.8954; price: 0.999310; 
PS: 0.281200} and {room: 0.663247; area: 0.598694; price: 0.463348; PS: 0060470}, 
respectively. These numerical results are illustrated in Figures 1 and 2. A skewness values fall-
ing between -2 and 2, indicates a distribution that can be considered close to normal Fig. 8-9. 

Figure 7. Box plot result before

Figure 8. Pair plot after
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Figure 9. Box plot result after

Experiments and analysis of results
In this study, seven different models, including multiple linear regression, random forest 

regressor, SVM regressor, decision tree, and XGBRegressor, were implemented and compared 
to identify the most accurate predictor for real estate prices in the Yesil district of Astana. 
Performance metrics such as mean absolute error (MAE), root mean square error (RMSE), and 
R-squared were utilized to evaluate the models. The Random Forest Regressor and XGBRe-
gressor models emerged as the top performers, showcasing the lowest MAE and RMSE values, 
along with an R-squared closest to unity, indicating an excellent fit compared to other consid-
ered models. 

The primary objective was to establish a precise machine learning model capable of pre-
dicting real estate prices accurately. The study aimed to assess the relationship between the 
dependent variable (house price) and various independent variables (attributes). Statistical in-
dicators, including MAE, RMSE, and R-squared, were employed for performance evaluation. The 
XGBRegressor and Random Forest Regressor models were selected for the deployment phase 
due to their superior predictive accuracy, as reflected in the highest coefficient of determina-
tion (R-squared). This choice signifies that these models are the most suitable for accurately 
predicting housing prices in Astana based on the provided dataset. 

Table 2. Comparison of algorithm results 

№ Model MAE MSE RMSE R2 Square
0 Linear Regression 7,3897 1,6072 1,2678 0,9915
1 Lasso Regression 8,1366 1,8459 1,3586 0,8983
2 Random Forest Regressor 0,5929 0,0821 0,2865 0,9955
3 Ridge Regressor 7,6814 1,6605 1,2886 0,9085
4 SVM Regressor 15,6653 10,526 3,2445 0,4203
5 Decision Tree 1,0330 0,5206 9,7215 0,9713
6 XGBRegressor 0,8072 0,1481 0,3848 0,9918

The Random Forest Regressor model exhibits an exceptionally high R-squared value of 
0.9955, indicating an outstanding fit to the data Table 2. This suggests that the model ex-
plains a substantial portion of the variance in the target variable and performs exceptionally 
well in capturing the underlying patterns in the dataset. Additionally, A cross-validation score 
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of 0.91889 indicates a high generalization capability of the model. This suggests that the 
model is likely to perform well on new, unseen data, and its results on test data can be con-
sidered reliable. In general, the closer the cross-validation score to 1, the better the model’s 
generalization. Overall, these results suggest that the random forest model is a good fit for the 
data and can be used for making accurate predictions on new data. The SVM regressor shows 
moderate explanatory power (R2: 0.42) but raises concerns about generalization performance, 
as indicated by the low cross-validation score (0.000). in conclusion, based on the provided 
metrics, the Random Forest regressor outperforms the SVM Regressor in terms of explanatory 
power and overall performance. 

Conclusion
This study delves into the complexity of estimating residential property values using intrin-

sic characteristics using a wide range of machine learning and data mining techniques. The 
study evaluates the performance of the model using standard metrics MAE, MSE, RMSE and 
R2. A comparative analysis of these indicators was carried out based on data obtained from 
real estate websites in Kazakhstan. Seven machine learning algorithms were trained, and the 
inclusion of additional features improved the overall qualities of the models Table. Nota-
bly, the random forest regressor algorithm demonstrated excellent performance, achieving an 
R2 accuracy of 0.99 on the test dataset. These results confirm the effectiveness of machine 
learning in real estate appraisals and suggest practical applications for improving the quality 
of reports in appraisal firms. Moreover, the methods used can be extended to the pricing of 
commercial real estate and optimization of mass valuation of land plots. Future research could 
focus on further improving accuracy by exploring features such as identifying renovation types 
from detailed listing descriptions, using larger training datasets, and exploring the potential 
of convolutional neural networks for categorizing apartment renovations using visual data 
extracted from images. 
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