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METHODS OF FORECASTING GRAIN CROP YIELD INDICATORS 
TAKING INTO ACCOUNT THE INFLUENCE OF METEOROLOGICAL 
CONDITIONS IN THE INFORMATION-ANALYTICAL SUBSYSTEM

Abstract: Forecasting crop yields is one of the key challenges for the agricultural sector, 
especially in the context of a changing climate and unstable weather conditions. Kazakhstan, 
possessing significant territories suitable for growing grain crops, faces many challenges re-
lated to the effective management of agricultural activities. In this regard, yield forecasting 
becomes an integral part of planning and decision-making processes in agriculture. Informa-
tion and analytical subsystems that integrate yield forecasting methods allow agribusinesses 
to estimate future production more accurately, minimise risks associated with climate change 
and optimise resource use. An important component of such systems is the consideration of 
weather conditions, as weather factors have a direct impact on crop growth and development. 
The purpose of this article is to develop and evaluate modern methods of forecasting grain 
yields taking into account the influence of weather conditions, as well as their integration 
into information-analytical subsystems to improve the accuracy of agricultural forecasting. 
To achieve this goal, the article addresses the following tasks: to analyse existing methods 
of yield forecasting and identify their advantages and disadvantages, to develop forecasting 
models, including machine learning methods such as gradient bousting and recurrent neural 
networks, to validate the developed models on the basis of historical data using cross-valida-
tion methods, to evaluate the effectiveness of the proposed methods and compare them with 
basic models such as linear regression and simple average, to evaluate the effectiveness of 
the proposed methods and to compare them with the basic models such as linear regression 
and simple average. This article reviews modern methods of forecasting grain crop yields in 
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Kazakhstan, as well as technologies used in information-analytical subsystems. Particular at-
tention is paid to the analysis of the influence of meteorological conditions on yields and the 
development of models that take this factor into account. The presented review and research 
results are aimed at improving the existing approaches to the management of agricultural 
processes under conditions of growing uncertainty caused by climate change. The article ex-
plores an important scientific task related to the development of methods for step-by-step 
forecasting of agrometeorological factors and grain yields, relying on the principle of analogy.

Keywords: forecasting, grain crops, meteorological conditions, Kazakhstan, agricultural 
technologies, climate, forecasting algorithms, agrarian activity management.

Introduction
In recent years, the state policy of Kazakhstan is aimed at developing and ensuring the 

stable functioning of agriculture and agro-industrial production. In his message of September 
1, 2023, entitled “The Economic Course of Fair Kazakhstan”, President Kasym-Jomart Tokayev 
emphasized the need for a significant breakthrough in the country’s agro-industrial complex 
[1]. Despite the huge potential of the domestic agricultural sector, its opportunities have not 
yet been fully realized. Given the fact that Kazakhstan is surrounded by large markets with a 
need for quality food products, the strategic goal of the country is to become one of the lead-
ing agricultural centers of the Eurasian continent.

Also, to improve the competitiveness of Kazakhstan’s agriculture, to ensure food security 
of the country and sustainable development of rural areas, the “Concept of development of 
agro-industrial complex of the Republic of Kazakhstan for 2021-2030” is realized [2]. Mod-
ernization and innovation act as a key direction aimed at the introduction of modern technol-
ogies, innovative solutions and digitalization in agriculture. This includes the application of 
precision farming, effective resource management and the use of advanced agro-technologies, 
which will significantly increase productivity and quality of agricultural products. The devel-
opment of export potential is a priority within the strategy, which envisages an increase in the 
volume of exports of Kazakhstan’s agricultural products. This is aimed at strengthening the 
country’s position in international markets and increasing the competitiveness of domestic 
goods by improving their quality and compliance with international standards. An important 
component is the improvement of agro-technologies, which covers optimization of crop culti-
vation methods, improved use of fertilizers, plant protection, improved quality of seed material 
and development of breeding programs. These measures are aimed at increasing yields and 
sustainability of agricultural production. The Concept pays considerable attention to infra-
structure development, including improving the transportation and logistics network, increas-
ing the availability of modern agricultural machinery and equipment, and developing storage 
and processing systems. This will ensure more efficient management of production processes 
and minimize losses at all stages of the supply chain. Environmental sustainability is an im-
portant aspect of the concept, providing for the conservation of natural resources, sustainable 
management of land and water resources, reduction of negative impact on the environment 
and support for environmentally friendly production. These measures are aimed at ensuring 
the long-term sustainability of agriculture and preserving the country’s natural wealth. State 
support for the agricultural sector provides for increased subsidies, preferential lending, de-
velopment of insurance programs and other measures aimed at creating favorable conditions 
for agrarian business. This will increase the investment attractiveness of the sector and stim-
ulate its development. Special attention in the concept is paid to the development of human 
capital, which includes the improvement of personnel qualifications, development of rural ed-
ucation, as well as the introduction of training and retraining programs for specialists for the 
agrarian sector. This is important for the creation of a highly professional labor force capable 
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of effectively using modern technologies and managing production processes. Finally, social 
development of rural areas is aimed at improving the quality of life in rural areas, developing 
social infrastructure and supporting small and medium-sized businesses. These measures will 
create conditions for sustainable development of rural areas, contributing to poverty reduc-
tion and improving the living standards of the rural population. Thus, the concept is focused 
on achieving sustainable and long-term growth of the agro-industrial complex of Kazakhstan, 
ensuring food independence and improving living standards in rural areas, which corresponds 
to the strategic objectives of the country’s development.

In this context, the development and implementation of information and analytical sub-
systems using methods and algorithms for forecasting grain crop yields taking into account 
the influence of weather conditions is an important element of the strategy of agricultural 
development in Kazakhstan. These systems will help to unlock the potential of the agricultural 
sector and ensure sustainable growth that meets the objectives set by the state.

Literature review 
Forecasting plays a central role in agronomy, helping to optimise agricultural processes 

and increase yields. A variety of methods are used to analyse and generate forecasts, which 
include both traditional statistical approaches and modern machine learning and artificial 
intelligence techniques.

Traditional forecasting methods, widely used before the advent of neural networks, remain 
important tools in various research areas. One such method is the optimisation and simulation 
method proposed in [3]. This method is based on the application of Monte Carlo method using 
optimal molecular descriptors to predict the retention time of pesticides in gas chromatog-
raphy. The study demonstrates the high accuracy and reliability of this model, confirming its 
ability to adapt to different types of pesticides.

Time series analyses and extrapolation methods also occupy an important place in fore-
casting. For example, in a research paper [4] proposed a trend decomposition method for fore-
casting solar energy generation. This method increases the accuracy of forecasts and improves 
the ability of machine learning algorithms to generalise data.

The process of time series forecasting using the proposed architecture starts by processing 
the raw data, which is then decomposed into trend, seasonal and residual components. Once 
the trend component is extracted, the data becomes more stable, allowing existing machine 
learning models to be used for forecasting. If extrapolation is necessary, linear models are 
applied to predict the trend. The final step is to combine the stable data and the predicted 
trend values to obtain the final prediction. The method is characterised by low computational 
complexity, which makes it effective for practical applications in solar energy forecasting.

Exponential smoothing methods find application in traffic forecasting in cellular networks, 
as shown in the study of Tran Q. T. and co-authors [5]. Their work demonstrates the effective-
ness of this method, its low computational complexity and its versatility for different types of 
traffic. Exponential smoothing provides high prediction accuracy for both voice and data traffic 
in cellular networks.

The Holt-Winters method also deserves attention in the context of analysing and forecast-
ing time series taking into account trends and seasonal changes. A study [3] emphasises its 
importance by allowing short-term and long-term data patterns to be taken into account, mak-
ing it useful for forecasting various aspects including crop yields and economic performance.

Recurrent neural networks with long short-term memory (LSTM) are another important tool 
in time series forecasting. A study by Okur and Mori showed that LSTM efficiently processes 
and analyses sequential data by capturing complex non-linear patterns, which makes it useful 
for forecasting in areas such as financial data and climate change [6].
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Data preprocessing plays an important role in improving the prediction accuracy of neural 
networks. A study [7] showed that proper preprocessing including normalisation and outlier 
removal significantly improves the quality of forecasts.

In conclusion, prediction using neural networks is actively developing as a research area. 
There are many methods and algorithms that can be used depending on the specific problem. 
With the increase in the amount of data and the development of deep learning algorithms, we 
can expect further improvement in the quality of predictions using neural networks.

A study [8] compared different types of neural networks for wind speed prediction and 
showed that a combination of convolutional and recurrent neural networks gave the best re-
sults in terms of accuracy, although the ARIMA method showed better time performance.

Forecasting using neural networks is also reflected in the works of Kazakhstani scientists, 
for example, in the work [9], the author uses recurrent neural networks to analyse the stock 
market, concluding that the quality of forecasts depends on the processing and structuring of 
input data. The study [10] makes a comparative analysis of oil price forecasting methods and 
emphasises the accuracy of forecasts provided by neural networks. And papers [11], [12] inves-
tigate the application of neural networks for predicting soil moisture in Northern Kazakhstan, 
noting the high accuracy of forecasts.

Paper [13] reviews various machine learning methods for wheat yield forecasting, empha-
sising their effectiveness in a changing climate.

Currently, highly efficient modelling systems for predicting the production process have 
been developed, such as AGROTOOL, EPIC (Soil & Water Research Laboratory, USDA-ARS), 
AGROSIM (Centre for Agricultural Landscape Research, Müncheberg, Germany) and others. 
These complexes allow predicting the consequences of agro-technological measures even 
before their practical implementation, being integrated directly into decision-making process-
es. However, their application is limited by the lack of necessary agrometeorological data for 
future periods.

Research methodology
In this study, modern methods of grain crop yield forecasting that take into account the 

influence of meteorological conditions were used. The main attention is paid to the analysis 
and application of information-analytical subsystems that integrate different approaches to 
forecasting.

1. Data collection and processing. Historical data on grain yields and weather conditions 
for the last 5 years collected from various sources, including state meteorological services and 
agricultural organizations, were used to develop forecasting models. The data were preproc-
essed using cleaning, normalization, and de-emphasis techniques to improve their quality and 
ensure the accuracy of the models.

2. Prediction methods used both traditional statistical methods such as linear regression 
and time series, as well as advanced machine learning techniques including:

• gradient boosting was used to create models that account for complex interactions be-
tween inputs, including weather conditions and agronomic factors.

• recurrent neural networks were used to predict crop yields based on time series of 
weather data, allowing for long-term dependencies and seasonal fluctuations.

• The Holt-Winters method was used to analyze and forecast time series, taking into ac-
count trend and seasonality, in order to more accurately account for climatic factors.

3. Model validation. The models were tested and validated against historical data using 
cross-validation techniques. Metrics such as mean square error (MSE) and coefficient of deter-
mination (R²) were used to assess the accuracy of the predictions.
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4. Implementation into the information and analytical subsystem. The developed models 
were integrated into the information-analytical subsystem, which is used by agricultural en-
terprises for planning agricultural activities. The subsystem was configured to automatically 
update data and adapt the models to changing conditions.

5. Performance evaluation. The effectiveness of the proposed methods and models was 
evaluated by analyzing their applicability in real conditions and comparing them with existing 
approaches. The results show that the integration of forecast models taking into account me-
teorological conditions allows to significantly improve the accuracy of forecasts and optimize 
agrarian processes.

Results
The process of developing a method of step-by-step yield forecasting includes several key 

steps, starting from theoretical research and ending with the construction of grain crop pro-
ductivity models for yield forecasting. The method developed by the authors is based on the 
use of modern computer technologies and includes the following key steps:

1. Creation of information support. At this stage, agrometeorological indicators are collect-
ed and calculated, preliminary statistical analysis is performed, and the reliability of experi-
mental data, which are necessary for the identification of the algorithm, is assessed.

2. Technology of selecting years-analogs. This stage includes clustering of data, selection 
of optimal partitioning into clusters and formation of a class of year-analogues for the year 
under study.

3. Modeling of weather scenarios. Modeling is carried out on the basis of the principle of 
similarity and stochastic methods, which allows taking into account different weather scenar-
ios.

4. Software development. At this stage, a set of instrumental software tools is created to 
ensure the implementation of the developed algorithm.

5. Yield forecasting. On the basis of the developed models of productivity of grain crops the 
forecast of yield is performed.

6. Yield estimation. Forecasted data are checked with the help of simulation and modeling 
complex, which allows to assess the accuracy and reliability of the obtained forecasts.

Consideration is given to the implementation of individual stages in more detail:
1. Creation of information support. At this stage, the methodology of preliminary statistical 

analysis and reliability assessment of experimental agrometeorological data is developed. An 
important role is played by processing and analysing the accumulated data, which is especially 
important, given their heterogeneity, significant variations and connectivity. Particular atten-
tion is paid to the study of multivariate series of grain yields to identify cyclical properties and 
non-stationarity of time series.

2. The technology of selecting years-analogues. This stage is based on the principle of sim-
ilarity and classification of agrometeorological factors. The initial step consists in the classifi-
cation of objects on the basis of the analysis of signs or indicators characterising these objects 
and their attribution to a certain class.

Let the set Ω of all studied objects:

it is necessary to form non-intersecting subsets Ak ∈ Ω – classes of similar objects - year-an-
alogues of the species according to the decisive rule S:

(1)
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Here  is a matrix of values of agrometeorological factors of size t × m, determined 
for each set of observed features affecting the vector yr; yr vector of values of actual yield; n 
– number of years under study; m – number of available agrometeorological characteristics; 
t – discrete moment of time; k – number of formed classes possessing a set of factors close 
to each other in terms of influence on the resultant feature of the object yN; ak – number of 
years-analogues in the corresponding class.

Under the decisive rule S we will understand providing the extremum of the functional 
F(Ak) → min(max) - a measure of homogeneity of objects, where F:X*X → . In the case of de-
pendent features, the Mahalanobis distance is taken as a measure of homogeneity of objects:

(2)

where x’i – multivariate feature vector; Σ – correlation matrix;  – class (cluster) centre.
The objects of classification are years, and agrometeorological factors act as features or 

indicators characterising these objects.
In order to compare several typifications and select the optimal one, a criterion – a numer-

ical measure of classification quality - is needed. The quality of classification can be assessed 
as an indicator:

K=Kw /Kb, (3)

where 

Here Kw – intra-cluster and Kb – inter-cluster distances; k – number of clusters;  – average 
distance between points within the i-th cluster;  – average distance between pairs of points 
of the i-th and j-th clusters. 

As a result of this procedure, first, a training sample , is formed, where 
Xi is a vector of multivariate observations; k is the total number of classes identified in the 
process of preliminary typologisation; and it is known about the observations Xli that they all 
characterise objects belonging to the l-th class. Second, a classifier (discriminant function) of 
each classifiable object, given by the values of its descriptive features, is constructed.

3. Modelling of weather scenarios. At the third stage of step-by-step forecasting of grain 
crop yields, the system of modelling weather scenarios based on the use of two approaches: 
the principle of similarity and stochastic methods is considered.

Modelling weather scenarios according to the principle of similarity is the task of the sec-
ond stage of the technology of determining year-analogues, which consists in selecting from 
all subsets of Ak ∈ Ω the class of objects Ak0

 , that best matches (according to certain criteria) 
the new element:

(4)

where l is usually taken as 365 days; l0 is the number of the day from which the weather 
scenario is modelled. In order to assess the impact of weather conditions on crop formation, it 
is necessary to classify the situation in a certain period of time on the basis of the study of a set 
of agrometeorological parameters, taking into account its impact on the state of plants, more 
precisely, on yield. As a consequence, the formed class of objects Ak0

 forms an ensemble of pos-
sible realisations of weather conditions, which can be described by vector  
where G0 – the year under study; where  – years-analogues.

Then the forecast  scenario for the year under study can be constructed 
using the optimisation procedure:
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(5)

where  similarity parameters.
The use of this method assumes that when the model is running, actual weather data are 

input to the model up to the point at which forecasting starts. In order to match (smooth) the 
actual data and the data of the year-analogues, deviations of the actual data at the forecast 
date and deviations of the data of the year-analogues are recorded. These deviations are 
smoothed using a first-order dynamic link that filters out fluctuations.

The second method is stochastic (probabilistic) in nature. The source of new weather real-
isations is the so-called weather generator, in which daily meteorological data such as max-
imum and minimum air temperatures, minimum air humidity, wind speed, precipitation and 
solar radiation attenuation coefficient are modelled as a multivariate random non-stationary 
process. This approach is based on the autoregressive model introduced by Richardson [14].

The stochastic weather generator simulates synthetic daily series of meteorological ele-
ments with statistical characteristics close to those in historical data of actual weather reali-
sations for 20-30 past years.

The result of weather scenario modelling is a ‘fan’ of possible trajectories of crop formation 
and corresponding sets of possible values of potential probabilistic forecast of productivity 
resources. The notion of weather scenario generation does not mean that the result will be a 
realisation of weather conditions ever encountered in a given area.

The main purpose of weather scenario modelling is that this procedure, being used as input 
data for mathematical models of the productivity process, will produce a result that solves the 
problem of forecasting this or that parameter of the productivity process. Thus, the meteoro-
logical situations obtained as a result of modelling are joined to the available actual mete-
orological conditions, forming a complete set of daily input data for mathematical models of 
grain crop productivity.

4. Development of a set of instrumental software tools. A special role in the system of op-
erational agrometeorological support of agricultural production is assigned to information 
and prognostic systems of processing and analysis of agrometeorological information, which 
allows, as a result of the generalisation of this information, to carry out the forecast of agro-
meteorological factors and grain yields. In this regard, there was a need to develop a software 
package for processing experimental agrometeorological data (and information support mod-
els of productivity of grain crops. This software complex includes:

1) a database of experimental data;
2) block of formation and primary processing of agrometeorological factors;
3) a block of implementation of technology for determining the letanalogues (application 

of the principle of similarity for the formation of weather scenarios using cluster and discri-
minant analyses).

For computer implementation of the complex and relational model of the database the Java 
computing platform was chosen. The system developed an interface that allows exporting and 
importing to external sources, editing and forming data in the database. The experimental 
data base is presented as a hierarchically organised set of control and subordinate data tables 
(Figure 1).
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Figure 1. Schematic of the conceptual database model

The information model is designed with the help of a specialised SQLite library, which al-
lows full use of modern tools of database tools according to SQL-standard.

The architecture of this information system (Figure 2) is divided into three levels: the level 
of the user interface of the precision farming information system for managing agricultural 
activities, the level of data processing and management, and the level of the database.

The level of data processing and management consists of the module of forecasting the 
influence of meteorological data on the efficiency of growing agricultural plants – weather 
station, data collection sensors, forecasting model. The user interface level is an information 
panel displaying all indicators. It is integrated with databases for data visualisation.
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Figure 2. System interface

In this study, modern tools and libraries were used to efficiently perform tasks related to 
data analysis and model building for yield prediction.

Pandas and NumPy are key tools for working with data in Python. Pandas provides powerful 
data structures, such as DataFrames, that allow you to easily manipulate, filter, group, and ag-
gregate data. This library is particularly useful for time series processing, including performing 
time interpolation operations, resampling data, and calculating moving averages. NumPy, on 
the other hand, provides basic operations on multivariate data sets and provides a wide range 
of mathematical functions that can be used for statistical analysis of time series.

In this study, Pandas was used for agrometeorological data preprocessing, including data 
cleaning, format conversion and temporal referencing, which is a critical step to ensure cor-
rect analysis and model building. NumPy has been extensively used to perform mathematical 
operations such as normalising data, calculating statistics and processing multidimensional 
arrays.

Two popular frameworks, TensorFlow and PyTorch, have been used to build machine learn-
ing models, especially recurrent neural networks (RNNs). These frameworks provide flexible 
and scalable tools for building, training and evaluating deep learning models.

TensorFlow is developed by Google and is a powerful tool for building machine learning 
models, including deep neural networks. Its broad capabilities and support for large datasets 
make TensorFlow a suitable choice for complex forecasting tasks such as time series model-
ling of agro-meteorological indicators.



85

PyTorch, developed by Facebook, offers a more intuitive and user-friendly interface for cre-
ating and training models. It is widely used in research projects due to its flexibility and 
support for dynamic computational graphs, which facilitates the implementation of complex 
architectures such as recurrent neural networks.

In this research, the TensorFlow and PyTorch frameworks were used to develop and train 
recurrent neural network models that provide weather-aware yield time series forecasting. 
These models demonstrate high accuracy and generalisability based on time series analysis.

Two recurrent neural network architectures, Long Short-Term Memory (LSTM) and Gated Re-
current Unit (GRU), were applied to solve the yield forecasting problems. These architectures 
are widely used for time series analysis and forecasting due to their ability to take into account 
the temporal dependence of the data.

LSTM is one of the most popular RNN architectures specifically designed to address the 
vanishing gradient problem, making it particularly useful for problems where long-term mem-
ory is important. LSTM uses memory “cells” that can remember information for long periods of 
time, allowing models to capture and analyze long-term dependencies between data.

GRU is a simplified version of LSTM that is also capable of remembering long-term de-
pendencies, but with fewer parameters, making it more efficient in terms of computational 
resources. GRU is used in tasks where speed of learning and minimization of computational 
cost are important.

In this study, LSTM and GRU models were applied to build yield forecasts based on time 
series of agrometeorological data. Both types of models were trained on the data using Ten-
sorFlow and PyTorch, which achieved high accuracy of the forecasts.

Python programming language was used to develop all models and perform data analysis. 
Python is a staple tool in scientific research due to its simplicity, code readability, and exten-
sive ecosystem of libraries and frameworks for data processing and machine learning. Its pop-
ularity in the machine learning research and development community stems from its ability 
to quickly implement complex algorithms and its ease of working with large amounts of data.

An important part of the process of data analysis and presentation of results is data visu-
alization. In this study, Matplotlib and Seaborn libraries were used to visualize data and pre-
diction results.

Matplotlib is a standard tool for creating graphs and charts in Python, providing rich pos-
sibilities for customizing visualizations. In the study, Matplotlib was used to generate time 
series, histograms, and other graphs showing the dynamics of agrometeorological data and 
yield prediction results.

Seaborn extends the capabilities of Matplotlib by providing higher-level tools for building 
complex statistical visualizations. In this study, Seaborn was used to create heat maps, corre-
lation matrices, and visualize data distributions, contributing to a better understanding of data 
structure and relationships between agrometeorological indicators.

To evaluate the performance of the developed forecasting methods, validation was per-
formed using historical data. Cross-validation methods were used in the validation process to 
provide a more reliable assessment of the accuracy of the models, minimising the probability 
of overfitting.

Cross-validation involves several steps:
1. Data partitioning. The original data set is divided into k subsets (folds), where each sub-

set is used in turn to test the model, while the other subsets are used to train it. For example, 
if k=5, the data will be split into 5 folds.

2. Training and testing. At each of the k iterations, the model is trained on k-1 folds and 
tested on the one remaining fold. This process is repeated for all folds, and each piece of data 
serves for testing exactly once.
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3. Collection of results. After all iterations are completed, the test results are collected, 
including the values of metrics such as mean square error (MSE) and coefficient of determina-
tion (R²) that were described earlier.

4. Overall performance evaluation. To obtain an overall performance evaluation of the mod-
el, the average of the metrics across all k test sets is calculated. This provides a more accurate 
representation of the model’s ability to generalise to new data.

Cross-validation methods provide a reliable assessment of forecast quality and help to de-
termine how well the model will perform on new, unseen data. The validation results confirm 
that the proposed methods are effective for forecasting grain yields taking into account the 
influence of meteorological conditions.

Two main metrics were used in this study to evaluate the accuracy of the predictions: mean 
square error (MSE) and coefficient of determination (R²).

Mean Square Error (MSE). The mean square error is an important metric that estimates the 
average error between predicted values and actual values. MSE is calculated using the follow-
ing formula:

(6)

where:
n – number of observations,
yi – actual yield value for the i-th observation,

 – predicted yield value for the i-th observation.
MSE shows how much the predicted values deviate from the actual values. The smaller the 

MSE value, the more accurate the predictions are.
2. Coefficient of determination (R²). The coefficient of determination R² reflects the propor-

tion of variation in the dependent variable that is explained by the independent variables in 
the model. It is calculated by the formula:

(7)

where:
–  – sum of squares of residuals,
–  – total sum of squares, where ŷ – average value of actual data. The 

experimental results are presented in Table 1. The table shows the MSE and R² values for all 
methods.

Table 1. Experimental results

Method MSE R²
Gradient bousting 120.5 0.85
Recurrent neural networks 115.3 0.87
Holt-Winters method 130.2 0.82
Linear regression 150.4 0.75
Simple medium 180.6 0,60

The R² coefficient takes values between 0 and 1, where a value close to 1 indicates that the 
model explains the variation in the data well. An R² value of 0 indicates that the model does 
not explain the variation, while a value greater than 0.5 is generally considered satisfactory 
for predictive models.
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The experimental results show that recurrent neural networks (LSTM) and gradient bousting 
showed the lowest MSE values and the highest R² values, indicating that the predictions are 
highly accurate. Holt-Winters methods and linear regression showed less satisfactory results, 
and simple mean was the least accurate of all the models tested. The experiment confirmed 
that the developed yield prediction methods are more effective than the baseline models. 
These results emphasise the importance of applying modern machine learning techniques in 
the agricultural sector for more accurate forecasting of grain yields. The use of these tools and 
technologies not only enabled the construction of accurate yield forecasting models, but also 
provided visualisation of the results, which is an important step in agronomic decision-making.

Conclusion
This paper presents a method developed by the authors, which includes the technology of 

forecasting agrometeorological factors affecting the productivity of grain crops. An important 
part of the study was the mathematical formalisation of the principle of similarity, which 
allows the effective identification of years similar to the study period based on agrometeoro-
logical indicators. This ensured the possibility of creating realistic weather scenarios based on 
the data on analogous years and the application of weather data generators.

The application of the proposed technology for determining the summer-analogues in com-
bination with methods of modelling the productivity of grain crops allows for more accurate 
forecasting of yields. This is especially important for agricultural enterprises and farmers, as it 
allows to estimate potential yields in advance and to plan agrotechnical measures taking into 
account possible changes in weather conditions.

The experimental results show that recurrent neural networks (LSTM) and gradient boust-
ing demonstrated the lowest MSE values and the highest R² values, indicating that the predic-
tions are highly accurate. Holt-Winters methods and linear regression showed less satisfactory 
results, and simple mean was the least accurate of all the models tested. Thus, the proposed 
algorithm can become an effective tool for decision support in agriculture, providing reliable 
forecasting of grain crop yields based on a comprehensive analysis of agrometeorological fac-
tors. The introduction of this technology into agricultural practice can contribute to increasing 
the resilience of agriculture to climatic changes and optimising the management of produc-
tion processes.
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