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NEURAL NETWORK MODEL OF SOIL MOISTURE 
FORECAST NORTH KAZAKHSTAN REGION 

Abstract: Dealing with agriculture, it is valuable to know an amount of moisture in a soil 
and to know how to forecast the stored soil moisture within particular period. Forecasting 
the stored soil moisture works for planning an extent and structure of crop production areas 
and adjustment of plant-growing programs. Having known about an amount of moisture in 
one-meter soil and the depth of precipitation in a vegetation season shall help farmers to 
determine a seeding time, type of fertilizers depending on soil quality and to work out an irri-
gation schedule as well. In this regard, over the last few years some vigorous activities applied 
to machine training methods of the weather forecast have been launched in the world. The 
goal of present research is to develop an artificial neuron network which shall afford an op-
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portunity to figure out a stored soil moisture prior to outgoing to winter in a short-term. North 
Kazakhstan Region agrometeorological measuring stations for the period from 2012 to 2022 
were used in the course of the neuron network training. The Levenberg-Marquardt algorithm 
aimed at non-linear regression models optimization was chosen for network training. The 
algorithm includes sequential approximation of initial parameter values to a local optimum. 
The mean squared error (MSE) function and the correlation coefficient ensure accuracy and 
precision of forecasts. As a result, 7 neural networks under MATLAB environment using the 
Levenberg-Marquardt algorithm, with different input and output data, and with different num-
ber of learning iterations came to realization. Following analysis of the results, the choice was 
fallen on the ANN9 best network offering minimum error function and actual data maximum 
correlation. The neural network obtained fits for use to make efficient decisions in the North 
Kazakhstan region agricultural sector in the short term.

Keywords: Neural network model; Levenberg-Marquardt; soil moisture; irrigation automa-
tion; forecasting; machine learning.  

Introduction 
Agricultural sector is one of key directions in the economy of our country and for the North 

Kazakhstan region as well. Total area of the North Kazakhstan region lands intended for agri-
culture covers 74% of the territory of the region including 4.9 million hectares of the arable 
lands and 2 million hectares of pastures.

The area specifies with sharp continental climate, fallouts of precipitations at the aver-
age 340-360 mm per year, amongst it 80% falls in warm season [1]. In this view the North 
Kazakhstan farmers encounter such problems as unequal distribution of precipitation during 
growing season, heighten temperature regime in summertime and scarcity of rainfalls nour-
ishing winter crops at the seedling stage or in springtime. Conduction of a quality analysis and 
the region soil moisture forecast enable farmers to leverage irrigation schedules, crops water 
consumption, to figure out a profitability and volume of fertilizers applied which consequently 
shall provide an opportunity to increase crop yields in the North Kazakhstan region.

Soil moisture is a measure of the percentage of water contained in the soil. Absolute soil 
moisture is determined by the following formula (1):

(1)

where ma – mass of wet soil sample, mb – mass of dry soil sample. 
Soil moisture plays an important role in agriculture, especially in arid climates during the 

growing season of crops [2]. Insufficient soil moisture negatively affects the development and 
growth of agricultural crops [3-5].

Literature review
Domestic and foreign authors have performed much research aimed to problems concern-

ing analysis and forecast of the soil moisture. Study of earth remote probing data such as 
vegetation indexes, meteorological data for the purpose to forecasting the soil moisture have 
found description in the labors [6]. This study has noted that the most promising method for 
predicting soil moisture content is balance calculations based on long-term meteorological 
data. It can also be noted that with the help of machine learning methods, acceptable skills 
of forecasting hydro meteorological variables, such as precipitation, drought, river runoff, soil 
moisture, have been demonstrated [7].

In the study [8], a regional system for maintenance of irrigation schedules under drought 
conditions using neural networks was created. In this work, daily values of air temperature, 
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precipitation and vapor pressure deficit were designated as input parameters. Using these 
parameters, which were fed into a recurrent neural network, soil volumetric moisture was 
predicted three days ahead. The authors of [9] noted that for determining moisture retention, 
soil hydraulic properties are important parameters. To create simulation models, these param-
eters were obtained using the inverse modelling procedure and were adjusted using the least 
squares method and the Levenberg-Marquardt algorithm. 

Rakesh et al. [10] comprehensively analysed the applicability of machine learning methods 
in seasonal climate prediction models. They noted that seasonal forecasts of soil moisture 
availability on a large scale are best made by combining climate prediction models with hy-
drological models.

Additionally, there are several machine learning algorithms such as, classification and re-
gression trees (ART), Random Forest Regression (RFR) [11], support vector regression (SVR) 
[12], multiple linear regression modeling, boosted regression tree (BRT), artificial neural net-
works (ANN) [13] are used to predict soil moisture availability (Figure 1). 

It is worth noting that the capabilities of many advanced machine learning techniques for 
data processing, with the exception of the use of neural networks, have not yet been fully ex-
plored [14].

Figure 1. Soil moisture prediction methods

It is noted that the Random Forest method with minimal error showed a good result among 
the above methods.

The labor [15] has performed verification of multiple linear regression, recurrent neural 
networks, and support vectors for the purpose to estimate soil moisture. By a process of these 
methods’ application to data sets, the multiple regression method provided a fair prediction 
with a minimum standard error and a high coefficient of determination.

The labor [16] by author A.Uthayakumar has used microwave short-range and broadband 
radars to measure soil moisture. The obtained data was processed using machine learning 
methods, such as neural networks, linear regression and the nearest k-neighbor method us-
ing KNN, SVM models. After a comparative analysis, the authors came to conclusion that the 
linear regression method, as in the previous labor, showed the best results with the maximum 
coefficient of determination [17]. Although, it was noted that under training using the MATLAB 
platform, the neural network model provides best results, with a fair estimate of adequacy 
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and values very close to real. In [18], an improved model structure based on advanced ma-
chine learning techniques was developed, which led to accurate identification of soil pollution 
sources. It is noted that, while most current research in this area has relatively small samples, 
the advantage of this study is the use of Vis-NIR technology to predict soil features, estimate 
errors in machine learning models from a large set of highly differentiated data and use them 
in soil and land assessment. In [19], two nonlinear regression models: multilayer perceptron 
(MLP) and support vector regression (SVR) are implemented to predict moisture content from 
newly acquired images.

The study [20] observed the greatest benefit of using the Levenberg-Marquardt algorithm 
with the help of tests in which large networks accompanied by long training samples are used. 
In this study, the training time is significantly reduced due to the smaller size of the Jacobian 
matrix in the implementation of the algorithm.

The authors of [21] noted that the hydraulic properties of the soil are important parame-
ters for determining moisture retention. To create simulation models, these parameters were 
obtained using the reverse modeling procedure and were adjusted using the least squares 
method and the Levenberg-Marquard algorithm.

Thus, the prediction of agrometeorological factors using artificial neural networks (INS) has 
widely attracted the attention of researchers. 

Purpose and Objectives of Research
The goal of present research is to train an artificial neural network to help to predict the 

stored soil moisture in one-meter layer of soil prior to outgoing to winter  in the North Kazakh-
stan region in the short term.

The object of the research is the temporal sequences of data of the stored soil moisture 
prior to outgoing to winter in the North Kazakhstan region (2012-2022).

In order to achieve the goal, the following tasks were set: 
- prepare an appropriate data set on the moisture availability in the North Kazakhstan 

region per individual meteorological stations within 2012-2022;
- build neural nets with different characteristics of features and  using the Leven-berg-

Marquardt algorithm;
- compare graphs of losses, learning rates, accuracy and correlation coefficients with the 

actual data of all trained neural networks;
- choose the best network for which the error function reaches a local optimum.

The Levenberg-Marquardt algorithm
This is the most common method designated to optimization of parameters of non-linear 

regression models. When this algorithm is executed, the initial values of the parameters con-
sistently approach to a desired local optimal value [21].

Let a set of pairs of u ∈ U
 M free variables, v ∈ V

 M dependent variables and a functional re-
lationship between these variables, which is a regression model v = f (w, un). Let this function 
be continuously differentiable in the WU domain. It is required to find the value of the vector 
of weight coefficients w at which the error function 

(2)

reaches a local minimum.
Before starting this algorithm, w = [w1, ..., wR]T a vector of weighting coefficients and a small 

value parameter are set μ ≥ 0. 
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1. When performing each step of the algorithm, the specified vector w is replaced b 
.

2. 

(3)

J is the Jacobian of the function f (w, un) at a given point of the weights w. The increment 
of the argument ∆w at the point w that delivers the minimum value Ep to the error function 
is zero. Therefore, to find the following increment values, the value of the vector of the partial 
derivative was equated to zero:

(4)

Thus, in order to find the value of the vector of weighting coefficients w, at which the error 
function reaches a local optimum, it is necessary to solve the following system of equations: 

(5)

Further, for each iteration of the algorithm, a parameter is assigned

(6)

where I is the unit matrix.
Figure 2 shows a flowchart of the implementation of the Levenberg-Marquardt algorithm 

on the MATLAB platform.

Figure 2. The flowchart of the Levenberg-Marqwart algorithm on the Matlab platform

The data on the amount of moisture in the soil before going into winter for 2012-2022 in 
the districts of North-Kazakhstan region (Table 1) are fed to the input of the network. 
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To implement the algorithm according to the given flowchart (Figure 2), temperature (Tvp) 
and atmospheric humidity, humidity (Hvp), soil moisture (Ssm) during the growing season of 
crops were selected as features. The result of the neural network will be the predicted value 
of soil moisture for the next 3 years.

Table 1. Data on soil moisture availability in the North-Kazakhstan region for 2012-2022

№ Years Tvp, 0C Hvp, % Ssm, mm
1 2012-2013 18 48 43
2 2013-2014 18 62 56
3 2014-2015 18,5 68 69,4
4 2015-2016 19,3 75 42
5 2016-2017 19,2 56 68
6 2017-2018 18,2 49 218
7 2018-2019 18,1 66 43
8 2019-2020 19,1 58 160
9 2020-2021 19,5 90 68

10 2021-2022 19,3 66 68

Experimental analysis and discussion
In framework of this article, implementation of a neural net training in the MATLAB package 

Neural Network Toolbox environment that consists of three layers: input (n neurons), hidden 
(m neurons) and output (p neurons) was observed. This sample of Table 1 was divided into 
three parts: training, control and test. The training part is designed to build a neural network 
model - the relationship between the amount of moisture before winter and the amount of 
moisture in the snow. The control sample is applicable for current assessment of the quality of 
training and makes it possible to prevent the retraining of the neural network.

Figure 3 shows the implementation code according to the block diagram above. Using the 
Levenberg-Marquardt algorithm, the procedures of training, testing and implementation of the 
neural network model with different number of hidden neurons were carried out in MATLAB 
platform. To train the neural network, a training sample was formed, consisting of: training 
data-70%, validation data-15%, test data-15%.  Neural networks with different inputs and 
outputs, 30, 20, 10 hidden neurons were used for experimental training. A total of 7 different 
training samples were generated. The Mean Squared Error (MSE) function was chosen as the 
evaluation function. According to a given block diagram, after the training and testing proce-
dure, the value of the MSE function is estimated. When MSE<ℰ there is an adequate model, 
otherwise, it’s needed to set up the model again, reselecting the number of hidden neurons, 
the number of test and training data.

The test results of the neural network trained on each of the given training samples are 
summarized in Table 2.

Table 2. Results of training the neural network using the Levenberg-Marquardt algorithm 

Number of 
observations

Training 
data Test data Validation 

data

Number 
of hidden 

layers

Obser-
vations

Mean 
Square Error 

(MSE)
R 

ANN1 70 10 20 10 7 12.64 0.05
ANN2 70 10 20 30 7 0.13 0.99
ANN3 70 20 10 10 7 0.838 0.80
ANN4 70 20 10 20 7 1.75 0.41
ANN5 70 15 15 20 6 31.51 0.14
ANN6 70 20 10 10 7 0.008 0.999
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Analyzing the results of network training, it is seen that the ANN6 network obtained the 
best results with the lowest error functions MSE=0.008 and the best correlation of training 
0.999 with the actual data of moisture reserves. 

Figure 3 shows a code fragment of the implementation of the Levenberg-Marquardt algo-
rithm, according to the flowchart shown in Figure 2.

Figure 3. Code for implementing the task in the MATLAB platform
 
Next, let us consider the ANN6 network training process in detail. The following table 

shows the technical characteristics of the neural network training result for predicting soil 
moisture (Table 3). Here Epoch is the number of iterations, epochs; Performance is the value of 
the root–mean–square error function; Gradient is the gradient value; μ is the value of a small 
value entered into the algorithm to update the weights.

Table 3. Training results: Met validation criterion

Unit Initial Value Stopped Value Target Value
Epoch 0 3 1000
Performance 11.2 3.17e-20 0
Gradient 36.5 5.42e-10 1e-07
Mu (μ) 0.001 1e-06 1e+10
Validation Checks 0 2 6

The two-layer feedforward network with sigmoid hidden neurons and linear output neu-
rons for regression tasks illustrated in figure 3:
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Figure 3. Two-layer feedforward network with sigmoid hidden neurons and linear output neurons

According to the values in the table it is clear that on the 5th iteration the local minimum 
of the error function has been reached, with learning quality Performance=3.17e-20, at which 
the created neural network optimally predicts soil moisture according to the previous values. 
In the test sample the quality of prediction is checked, in the considered network the optimal 
quality is achieved at the 3th test sample.

Next, let’s look at the graph of the error function (Figure 4).

Figure 4: Mean square error plot

The diagram of errors shows dependence of the number of correctly predicted objects on 
training iterations, therefore an area under the test curve reflects the proportion of objects 
correctly predicted by the neural network using the Levenberg-Marquart algorithm. Figure 4 
illustrates the diagram of the root-mean-square error function, which shows that the value of 
the error function decreases with each epoch. Training stops when the error on the validation 
data set stops decreasing. Carrying out of analysis of the correlation dependencies between 
the input data of moisture availability reserves and target values also had place (figure 5).
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Figure 5. Results of correlation analysis

The diagram of correlations shows the network’s predictions (outcoming data) on the train-
ing, validation, and test data sets. The best correlation R=0.99 was obtained with the value of 
the output parameter value Output=0,97*target+0,58. Hereof seems to conclude that a high 
correlation coefficient, along with an error function fits for usage as a criterion for neural net-
work prediction.

Table 4. Values of actual and predicted soil moisture reserves

Years Actual values of 
soil moisture, mm

Predicted values of soil 
moisture, mm

Deviations of actual soil 
moisture from predicted

2012-2013 43 42,9 0,012
2013-2014 56 55,8 0,192
2014-2015 64,4 63,71 0,680
2015-2016 42 40,8 1,192
2016-2017 68 68,7 -0,707
2017-2018 218 219,65 -1,651
2018-2019 43 43,11 -0,119
2019-2020 160 161,02 -1,026
2020-2021 68 66,55 1,448
2021-2022 69 70,57 -1,574
2022-2023 72 71, 28 0, 724
2023-2024 - 61, 46 -
2024-2025 - 55, 29 -
2025-2026 - 66, 34 -

The absolute error is calculate according to the following formula (2): 

(2)

The absolute error is closer to 0, which indicates the high accuracy of the resulting ANN7  
network.
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Conclusion 
To predict the moisture content of the soil of the North Kazakhstan region, a neural net-

work was created based on a double-layer perceptron. Data on the stored soil moisture within 
2012-2022 were submitted to the input. A neural network based on a two-layer perceptron 
was created to predict soil moisture content in the North Kazakhstan region. Moisture concen-
tration in the soil depends on the level of precipitation, intensity of vegetation absorption, air 
temperature and other factors. Therefore, the data on temperature and atmospheric humidity, 
which can characterize the accumulated soil moisture for the period 2012-2022, were fed to 
the input.

1. An array consisting of archived data on moisture reserve, temperature quantity, humidity 
during the growing season of the North-Kazakhstan region for 2012-2022 was prepared. 

2. Procedures of training, testing and realization of neural network model with different 
number of hidden neurons were carried out. The neural network was built with data consisting 
of 70% training data with different inputs and outputs, consisting of 30, 20, 10 hidden neu-
rons. A total of 7 different training samples were created.

3. In the training process, the best ANN6 network was selected, with the lowest error func-
tion MSE=0.008 and the best training correlation of 0.999. At the same time, the error function 
reached its minimum value, and the correlation coefficient showed a fairly close relationship 
between the predicted and actual data. Table 4 shows actual and forecast values of moisture 
reserve of North-Kazakhstan region obtained using ANN6 network and forecast for the next 3 
years. The value of absolute error is equal to E=0.013, which shows good quality of the created 
neural network model.  

It should be noted that in the process of training, reducing the number of iterations using 
the Levenberg-Marquardt algorithm and increasing the number of test data led to an increase 
in the accuracy and performance of the model for forecasting moisture reserves.

Creation of the neural network model to predicting crop yields in the North Kazakhstan re-
gion shall forward further research in this area. Additionally, plans to realize the model using 
advanced architecture to improve the accuracy of its function are underway.
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